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[bookmark: _Ref460855997]Introduction
A number of new proposals for upgrading the legacy U-plane functions and their placement in the L2 stack were discussed for NR so far, including single reordering, dual retransmission, concatenation moved in MAC, and segmentation support. Email discussions were triggered to clarify companies’ views and proposals on some specific topics: [1] on single re-ordering and dual retransmission, [2] on concatenation and [3] again on reordering.
No common view could be found so far but progress was done in understanding each other designs. We believe though that it is difficult to address these issues separately so we further elaborate on our design proposal, aiming at providing the full picture and its associated benefits.
Discussion
A generic U-plane stack design
Our proposed generic U-plane stack is shown in Figure 1 and Figure 2 for the UL and DL respectively. The figures illustrate some of the key aspects of the stack structure:
1. Two-layer L2 stack:
As acknowledged by most companies in [2], the current RLC/MAC stack design brings some limitations including: function duplication (concatenation/multiplexing) in two layers, RLC and MAC headers cannot be precomputed, MAC and RLC headers placement in the MAC PDU requires MAC PDU to be completed before it can start being sent to PHY (e.g. for CRC computation and channel encoding purpose). In addition, we also note that the MAC and RLC headers related to the same logical channel, although finalized at the same time, are distributed in different locations in the MAC PDU, which is implementation unfriendly. Concatenating both headers would simplify the implementation. And a follow-up simplification consists in merging both headers in a single header, of a single sub-layer.
Terminology: as discussed above and shown in Figure 1 and Figure 2, lower L2 now merges RLC and MAC sublayers in one sublayer (concatenation moved to MAC, RLC SN removed, RLC and MAC headers merged, see Section 2.2). Given MAC is a well known L2 denomination defined in the data link layer of the ISO model and is also used in many other radio link protocols (backhaul, satellite systems, …), we would suggest using “MAC” terminology for lower L2. As for upper L2, we could reuse PDCP as well since most functions (RoHC, SN maintenance, ciphering/deciphering, routing, reordering) are still there, so the new PDCP is quite similar to the legacy + some new functionality (ARQ, segment reordering, see Section 2.4).
Proposal 1: A two-layer L2 model should be studied for NR where the two sub-layers are denoted PDCP and MAC.
2. Bearer duplication
In the last RAN2 meetings, some solutions were proposed to provide high reliable transmission for RRC message and URLLC user data, e.g. RRC diversity and multi-link transmission. Both solutions suggest transmitting the copies of the same packet through different nodes when UE connects to more than one node. To support this feature the PDCP should be enhanced to support the functionality of bearer duplication. 
Proposal 2: In order to provide high reliable transmission for both RRC message and URLLC user data, NR should support bearer duplication as a new L2 function.

3. Flexible placement of the ARQ function in different deployments involving a fronthaul between PDCP and MAC:
· single connectivity bearers: ARQ located in MAC for latency performance
· multi-connectivity bearers for which reliability requirement is stronger than the latency requirement: ARQ located in PDCP
· multi-connectivity bearers for which latency requirement is stronger than the reliability requirement: ARQ located in MAC
Another key criterion for selecting between PDCP or MAC ARQ in multi-connectivity is the fronthaul performance in a CU/DU split with PDCP in CU and MAC in DU: with “good enough” fronthaul latency (~1-2ms) and HF legs, ARQ located in PDCP will provide both latency and reliability benefits. However, with a poor fronthaul performance, ARQ located in MAC will still provide a good latency performance although not as robust against the HF broken leg issue as PDCP (central) ARQ [4]. 

Proposal 3: In order to flexibly address different single and multi-connectivity configurations and fronthaul performance it shall be possible to configure the stack to support the ARQ function in either PDCP or MAC.
We elaborate in the following sections on the stack design for these three deployment options, also focusing on the receive side accounting for a single SN and reordering.


[bookmark: _Ref458667245]Figure 1: NR L2 structure for UL, single and multi-connectivity


[bookmark: _Ref462583673]Figure 2: NR L2 structure for DL, single and multi-connectivity
[bookmark: _Ref462643421][bookmark: _Ref462432227]A single header design for all three configurations
NR MAC delivers MAC PDUs to NR PHY. Its principle and header design are described in Figure 3. NR PDCP provides NR MAC with PDCP PDUs reflecting potentially encrypted IP packets. The PDCP signals to MAC the PDCP SN associated with each PDU. As further discussed in [4], in case the PDCP PDU is originated from a PDCP ARQ retransmission, it might already represent a segment of an original non-segmented PDCP PDU. In this case PDCP also signals the associated (initial) segment offset, SO0, and length L0 to MAC. This data-associated control information can be delivered either inband (in PDCP header) or via outband signaling.The same data-associated control information (PDU SN, offset and length) is also provided by the MAC receiver when delivering PDCP PDUs to PDCP. In case of inband signaling, NR MAC strips the PDCP PDU headers and only provides PDCP PDU payloads to PHY. Based on the scheduler (gNB) or LCP (UE) decisions, NR MAC may segment, concatenate, and multiplex PDCP payloads in a MAC PDU.
In an NR MAC PDU, data from each logical channel is associated with a MAC subheader including:
· LI (size)
· DRB index (LCID)
· Frame info (FI): same as in LTE, segmentation indication which is used to indicate whether the first and last PDCP PDUs of the logical channel are segmented.
· Data field(s) length(s) (ln) same as in legacy RLC PDU (with E/LI fields). The last one is not needed as in LTE. Similar to LTE is that it is not needed at all when carrying only one packet segment since it can be derived from LI.
· Data fields are also associated with the following fields:
· PDCP Sequence Number (SN)
· The PDCP SN is replicated in each MAC PDU in case a PDCP PDU is segmented into multiple MAC PDUs.
· In single connectivity or in multi-connectivity with bearer duplication across legs, the respective SNs associated with consecutive data fields are incremental, hence there is no need to indicate each and every SN, the SN of the first data field is sufficient. This is the case illustrated in Figure 3.
· In case of multi-connectivity with split bearer, PDCP PDUs will not be delivered in sequence in a given leg, hence the SN comes with each data field
· Segment offset wrt PDCP PDU origin (SO).
· In case of a PDCP PDU retransmitted by PDCP ARQ, SO also accounts for SO0, if any, signalled by PDCP.
· Most of the cases, the PDCP PDU delivered to MAC represents an initial transmission hence is not segmented. As a result, when multiple PDCP PDUs are concatenated in a logical channel, SO is generally only present for the first data field only. This is the case illustrated in Figure 3.
Proposal 4: A single sequence number (SN) generated in PDCP should be supported in the NR L2 stack.
Altogether, SN and SO remove the need for segment numbering, (LTE RLC SN). However, SO can be used by PDCP central ARQ to [4]:
· Request to peer PDCP the appropriate segment directly from the original PDCP PDU;
· Recombine segments from different legs in the case of duplication
From the above discussion it appears that a PDCP PDU may now represent a segment of an original PDU that can be used in both transmit and receive directions:
· PDCP -> MAC: in case of PDCP ARQ retransmission, only the missing PDU segment requested by the receiving PDCP peer is retransmitted.
· MAC -> PDCP: since MAC delivers segments to PDCP 
Proposal 5: An NR PDCP PDU can represent a segment of an original PDCP PDU identified by its offset to the original PDCP PDU, and length.

 
[bookmark: _Ref462586900]Figure 3: NR MAC principle and header design
As shown in Figure 3, another difference with LTE is the location of the MAC headers in the MAC PDU. In LTE, the concatenation of MAC subheaders in front of the MAC PDU makes the MAC receiver simpler but prevents from the transmitted to start sending it to PHY before the last RLC SDU is constructed and pushed. This prevents PHY from starting encoding the data and computing the CRC before MAC has completely constructed the PDU. In the proposed design, the MAC sub-headers are located in front of their associated logical channel payload which is both implementation friendly and allows starting pipelining MAC and PHY. Since we believe Tx processing latency is more critical than Rx processing latency, we think it is an improvement with respect to legacy design.

Proposal 6: In an NR MAC PDU, MAC sub-headers should be located in front of their associated logical channel payload.
[bookmark: _Ref462643487]Header overhead
It is interesting to compare the header overheads of LTE and the proposed NR. It is facilitated by the commonalities between both designs. Indeed the proposed header design for NR also includes a LCID, MAC LI, FI, and data field lengths which overheads are the same as for LTE and can be removed from the comparison. Actually, the only relevant fields that lead to different overheads between both designs are, for LTE, the PDCP and RLC SNs and, for NR, the (single) SN, and SO. In LTE, these fields are in the range of ~10-12 bits, so we assume for simplification that all length and sequence fields are of equal size = N bits. We use two opposite usecases:
· Case 1: p PDCP PDUs of one logical channel concatenated in a MAC PDU. Overhead (bits) per MAC PDU:
· LTE: p x N (PDCP SN) + N (RLC SN) = N (p+1)
· NR: N (SN) + N (SO) = 2N
· NR-split bearer: same as LTE
· Case 2: s MAC PDUs (segments) per PDCP PDU of one logical channel. Overhead (bits) per PDCP PDU:
· LTE: N (PDCP SN) +  s x N (RLC SN) = N (s+1)
· NR: s x N (SN) + s x N (SO) = 2 s N
· NR-split bearer: same as NR
As can be observed, in the split bearer case, NR SN/SO overhead is either the same (case 1) or larger (case 2) than the LTE SNs overhead. It should be noted though that this difference only applies to these two fields representing a fraction only of the total header, the remaining part being, as mentioned above, of same size.
For all other configurations (single connectivity and multi-connectivity with duplicated bearers) NR overhead is worse than LTE overhead when an IP packet is segmented in s MAC PDUs, and LTE overhead is worse than NR overhead by the same amount when a MAC PDU concatenates p IP packets. Thus without going into more details (since NR header design is still to be finalized), it appears that both LTE and proposed NR header designs should lead in average to similar overheads.
Observation 1: Both LTE and proposed NR L2 header designs lead in average to similar overheads.
[bookmark: _Ref463009177]Receiver architecture and data flow
The architecture and data flow are presented here in a single connectivity configuration. Multi-connectivity is addressed in our companion contribution [4].
· UM mode
Figure 4 illustrates the various processing stages of the NR L2 (PDCP + MAC) at both the transmitter and the receiver. The transmitter is very similar to a legacy LTE UM transmitter except that a single SN is used leading to a different header design where segments are identified by their offset to the PDCP PDU origin (Section 2.2), and logical channels (LC) concatenation and multiplexing is merged in a single layer, the MAC layer. For simplicity, the MAC multiplexing/de-multiplexing of different LCs is omitted in the figure. The receiver however is substantially different from LTE in that the MAC only performs de-multiplexing and de-concatenation of PDCP PDUs and segments, but does not re-assemble nor re-order them. Therefore, such out-of-order PDCP PDUs are delivered to PDCP with their associated SN, offset and length, decoded from the received MAC PDU headers. This allows PDCP to implement a unified reordering taking care in a same function of both sources of out-of-order delivery: HARQ and multi-connectivity (when configured).
As soon as it receives PDCP PDUs from MAC, from knowledge of the SNs and the segment offsets, PDCP can right away:
· Detect out-of-order PDCP PDUs, triggering the reordering timer start, if not already running
· Decipher (even out-of-order) PDCP PDUs
It is not precluded that PDCP PDUs representing segments could be deciphered on the fly, based on the SN and offset. However this depends on the ciphering algorithm and is yet FFS at this stage.
Proposal 7: The NR MAC should deliver out-of-order PDCP PDUs to PDCP
Proposal 8: In NR, the legacy RLC and PDCP reordering functions should be unified in a single reordering function located in PDCP.
Proposal 9: It should be possible for PDCP receiver to decipher PDCP PDUs received out-of-order from MAC.
In this configuration, the main benefit of this L2 design is that it allows performing deciphering of PDCP PDUs on the fly, thus saving latency. For example, in Figure 4, packets #2-6 can be deciphered before IP packet #1 has been recovered. Thus the deciphering can be pipelined in the receiver and its added latency only corresponds to that of the last received packet. Such processing also allows for smoother deciphering processing by avoiding processing peaks. It is indeed a known situation that in legacy deployments, a very large number of packets might be delivered by RLC to PDCP in one shot following the reception of a long-waiting “hole” in RLC AM. When this happens, there is a peak processing (and associated latency) in the de-ciphering engine that could have been avoided if PDUs or PDU segments had been delivered out-of-order to PDCP.



[bookmark: _Ref462645349]Figure 4: NR L2 Tx and Rx processing for UM mode, single connectivity
· AM mode
In a single-connectivity configuration, the ARQ should be located in MAC since PDCP ARQ only brings benefit in multi-connectivity by enabling retransmissions over multiple legs. This simplifies the data reordering function which remains in PDCP, since it does not need to track lost PDUs, as in UM. However MAC receiver, before forwarding the PDCP PDUs to PDCP performs some book-keeping of the received SNs and segment offsets. Based on those, MAC maintains both reordering timer and window. Similar to LTE, a timer expiry will trigger a status report instead of considering the associated PDCP PDU to be lost. This design reflects ARQ receiver functionality split where the control part (e.g. reordering timer/window maintenance, polling bit reception and status reports generation) is located in NR MAC while the datapath (PDCP PDU reordering) is located in PDCP.

Proposal 10: NR-Uplane stack should support ARQ receiver functionality split where the control part (e.g. reordering timer/window maintenance, polling bit reception and status reports generation) is located in NR MAC while the datapath (PDCP PDU reordering) is located in PDCP.
Conclusion
In this contribution we presented our views on the NR U-plane design, focusing on the differences with the legacy LTE stack. The associated proposals/observation are:
Proposal 1: A two-layer L2 model should be studied for NR where the two sub-layers are denoted PDCP and MAC.
Proposal 2: In order to provide high reliable transmission for both RRC message and URLLC user data, NR should support bearer duplication as a new L2 function.
Proposal 3: In order to flexibly address different single and multi-connectivity configurations and fronthaul performance it shall be possible to configure the stack to support the ARQ function in either PDCP or MAC.
Proposal 4: A single sequence number (SN) generated in PDCP should be supported in the NR L2 stack.
Proposal 5: An NR PDCP PDU can represent a segment of an original PDCP PDU identified by its offset to the original PDCP PDU, and length.
Proposal 6: In an NR MAC PDU, MAC sub-headers should be located in front of their associated logical channel payload.
Observation 1: Both LTE and proposed NR L2 header designs lead in average to similar overheads.
Proposal 7: The NR MAC should deliver out-of-order PDCP PDUs to PDCP
Proposal 8: In NR, the legacy RLC and PDCP reordering functions should be unified in a single reordering function located in PDCP.
Proposal 9: It should be possible for PDCP receiver to decipher PDCP PDUs received out-of-order from MAC.
Proposal 10: NR-Uplane stack should support ARQ receiver functionality split where the control part (e.g. reordering timer/window maintenance, polling bit reception and status reports generation) is located in NR MAC while the datapath (PDCP PDU reordering) is located in PDCP.
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