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Introduction
[bookmark: _Ref178064866]In recent “Study Item on latency reduction for LTE” [1], short TTI has been justified as a potential approach to reduce TCP file transfer latency. 

In protocol evaluations, the potential gains in terms of increased download throughput and reduction of download time for reduced latency in LTE has been performed and evaluated. 
For TCP, and TCP slow start specifically, results show that reduced UL latency, shorter RTT and HARQ RTT can have a positive impact on TCP performance depending on cell load and L1/L2 overhead. This is due to the fact that the receiver may acknowledge TCP packets faster which enables a faster increase in the TCP window size. Latency reduction has shown a positive impact on both TCP congestion avoidance mode and in TCP slow start phase.
As the initial window size for each TCP connection is very small and the increase is steeper for each size increment, the effect of latency reductions for both RTT and HARQ RTT are more considerable for the slow start phase. This impact is large for small file sizes, especially where the slow start period lasts for the entire duration of the file transfer.

However, according to [1], short TTI may lead to little or even negative latency reduction gain in TCP file transmission when file size is large or when system load is heavy. Since TCP is the dominant transport protocol, we believe that NR user plane protocol stack should support dynamic TTI configuration.

In this contribution, we provide a comprehensive insight on TCP latency reduction with short TTI, and introduce the reasons why we can achieve even better latency reduction performance through dynamic TTI configuration.

Discussion

Performance Modelling for TCP Latency 

Figure 1 illustrates the downlink latency of TCP file. To well analyse latency for TCP file delivery, we define the following terms:
· TCP round trip delay: define as the time between when the TCP server sends a TCP segment and when the TCP server receives the TCP ACK for the previously TCP segment
· TCP round trip delay includes the latency for (1) TCP data to be forwarded from TCP server to Enb (CN delay), (2) eNB sends the TCP segment to UE, (3) TCP clients in UE process the received TCP segments and replies it with a TCP ACK, (4) UE requests for UL resources to sends the TCP ACK, (5) UE sends the TCP ACK to eNB, and (6) eNB forwards the received TCP ACK back to the TCP server
· Air-interface latency: the time between when eNB receives a TCP segment from TCP server and when eNB forwards the TCP ACK back to the TCP server
· Air-interface latency with TCP data transmission: the part of air-interface latency with TCP data transmission, i.e. time when TCP data or TCP ACK are being transmitted throughput air interface 
· Air-interface latency without non-TCP data transmission: the part of air-interface latency that is not used for TCP data transmission
· For example, when TCP congestion window (CWND) size is 1 segment (e.g. in the beginning of a TCP connection), we have 
· Air-interface latency: refer to (2)+(3)+(4)+(5) in Figure 1
· Air-interface latency for TCP data transmission: refer to (2)+(5) in Figure 1
· Air-interface latency except for TCP data transmission: refer to (3)+(4) in Figure 1 
· As CWND increases, multiple segments are forwarded to UE with overlapped TCP round trip delay. And we have the following observation
· Air-interface latency with TCP data transmission occupies a larger proportion of the whole Air-interface latency because eNB takes more time in sending TCP data and receiving TCP ACK for larger CW size.

Different TTI has different latency performance for air-interface latency in data transmission part and in non-data transmission part.
· Longer Air-interface latency with data transmission: short TTI has a larger L1 overhead, so it has lower resource utilization and takes more time for data transmission through air interface
· Shorter Air-interface latency without data transmission: The indicated latency includes HARQ processing time, UE processing time, time for UL grant for TCP ACK transmission, etc. If the assumption of scalable processing time is valid, e.g. HARQ RTT can be scaled from 8 ms to be 8*TTI, then using short TTI can efficiently reduce the air-interface latency in non-data transmission part.

In other words, there is a trade-off between the air-interface latency performance with data transmission and without data transmission. Short TTI has larger air-interface latency with data transmission part but shorter air-interface latency without data transmission.
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Figure 1. Illustration of transmission latency and protocol latency for DL TCP data delivery


Observation 1. 	There is a trade off in air-interface latency between with data transmission and without data transmission in TTI selection assuming scalable UE processing time.
Observation 2. 		Assuming scalable UE processing time, short TTI has less air-interface latency with data transmission but more air-interface latency without data transmission compared to legacy or long TTI.

Note that although we use the downlink scenario (UE as the TCP client) as an example, our observation in this Tdoc for TTI characteristic and dynamic configuration can also be applied for uplink scenario in which UE is the TCP sender.

TCP Throughput Enhancement
TCP Throughput/Latency Performance with short TTI

TCP is a well-known transport protocol for reliable data transmission and is used almost everywhere. It’s likely that TCP will still be used at least during the 5G/NR timeframe, so it is worthwhile to study TCP throughput enhancement with flexible TTI configuration. 

In TCP congestion control protocol, TCP use TCP state and CWND to do flow control:
· congestion window (CWND) : TCP sender uses this to control the allowed amount of unacknowledged segments pushed to the network
· In other words, TCP throughput is bounded by CWND and the achievable bandwidth, i.e. Uu throughput or the minimum bandwidth of nodes in the TCP link between TCP server and UE.
· CWND grows when TCP ACK is received by the TCP server, and how CWND grows depending on TCP state and TCP variants.
· TCP state : including SS and CA state
· SS (slow start) : 
· Enter the state in the beginning of a TCP connection or when segment loss occurs
· To fast probe for available bandwidth, in SS state CWND grows exponentially with time if no TCP segment loss occurs
· CA (congestion avoidance)
· Enter CA state from SS state when CWND grows larger than SSthresh
· In CA state, CWND grows linearly with time if no TCP segment loss occurs

As illustrated in Figure 1, in the beginning of a TCP connection the latency without data transmission occupies a larger proportion of the overall air-interface latency. Thus, using short TTI in TCP SS state can efficiently reduce latency and boost TCP throughput. 


Observation 3. 	In TCP SS state, the air-interface latency without data transmission occupies a larger proportion, so using short TTI can significantly reduce air-interface latency, and thus enhance TCP throughput.

Also, as shown in Figure 1, when CWND grows, air-interface data transmission latency occupies much more proportion of the overall air-interface latency than non-data transmission latency until CWND is large enough to reach the maximum achievable TCP throughput by full utilizing available radio resources. 

Also, as shown in Figure 1, the increase of CWND increases the ratio of data transmission latency to non-data transmission latency until CWND is large enough to reach the maximum achievable TCP throughput by full utilizing available radio resources,

Therefore, when CWND is large (e.g. in TCP CA state), the gain of reducing air-interface non-data transmission latency is much less than the loss from increasing air-interface data transmission latency due to the large ratio of air-interface data transmission latency to air-interface non-data transmission latency.
      
Observation 4. 	As the ratio of data transmission latecny to non-data transmission latency increases with CWND, short TTI has less latency reduction gain compared to legacy TTI. 
             

Observation 4 explains observations from TR 36.881 as below
· Short TTI has less latency reduction gain when file size is large
·  When file size is large, the proportion of latency for air-interface data transmission increases, so short TTI has less latency reduction gain
· Short TTI has less latency reduction gain when Uu throughput is low
· The same reason as above
· Short TTI has less latency reduction gain when system load is high
· When system load is high, in equivalently latency for air-interface data transmission is extended due to more queueing delay. The Increased proportion of air-interface data transmission means less latency reduction gain from short TTI
Observation 5. 	Short TTI has less latency reduction gain in the scenarios of large file size, low Uu throughput, and high system load.

Further TCP Throughput/Latency Performance through Dynamic TTI Configuration

From the observation in section 2.2.1, we know that all TTI has a trade-off between air-interface data transmission latency and in air-interface non-data transmission latency. This motivates us to further enhance TCP throughput by dynamically configuring different TTI size.

As mentioned in [3], to enhance TCP throughput in default we can use short TTI for DL file transmission to reduce TCP round trip delay. If TCP state transfers from SS to CA state, then eNB dynamically switch short TTI to be legacy TTI, because entering TCP CA state means that file size is large enough and the proportion of air-interface data transmission latency dominate the overall air-interface latency. By adopting short TTI in SS state and legacy TTI in CA state, the resulting TCP throughput is expected better than always applying short or legacy TTI.

Observation 6.	To further reduce TCP file transfer latency, we can dynamically configure short TTI when TCP is in TCP SS state, and legacy (or long) TTI when TCP is in CA state through dynamic TTI switching.


Another example to show the benefit of dynamic TTI is that eNB can dynamically TTI size according to system load. If the system load becomes heavier, the increasing queueing delay in eNB will increase the latency in air-interface data transmission, and thus eNB could switch from short TTI to legacy TTI to guarantee higher resource utilization.


In summary, the reasons to support dynamic TTI configuration in NR UP stack protocol are as below
· Allow TCP’s dynamic congestion control mechanism to rapidly adapt to available radio resources 
· Avoid negative latency reduction gain due to using short TTI in unsuitable scenarios


[bookmark: _Toc447210506][bookmark: _Toc447285570][bookmark: _Toc447285602][bookmark: _Toc447307358]Proposal 1.	NR UP stack protocol supports dynamic TTI configuration so as to promptly selecting the most suitable TTI for various scenarios. 

Text Proposal

Based on the discussion in section 2 we propose adding the following text proposal to the TR.

For the goal of latency reduction, study protocol and methods for dynamic TTI configuration, which enables the New Radio interface to employ different TTI lengths based on traffic and load characteristic.


Conclusion
Based on the discussion in section 2 we propose the following observations and proposals 
Observation 1. 	There is a trade off in air-interface latency between with data transmission and without data transmission in TTI selection assuming scalable UE processing time.
Observation 2. 		Assuming scalable UE processing time, short TTI has less air-interface latency with data transmission but more air-interface latency without data transmission compared to legacy or long TTI.
Observation 3. 	In TCP SS state, the air-interface latency without data transmission occupies a larger proportion, so using short TTI can significantly reduce air-interface latency, and thus enhance TCP throughput.
Observation 4. 	As the ratio of data transmission latecny to non-data transmission latency increases with CWND, short TTI has less latency reduction gain compared to legacy TTI. 
Observation 5. 	Short TTI has less latency reduction gain in the scenarios of large file size, low Uu throughput, and high system load.
Observation 6.	To further reduce TCP file transfer latency, we can dynamically configure short TTI when TCP is in TCP SS state, and legacy (or long) TTI when TCP is in CA state through dynamic TTI switching.


Proposal 1.	NR UP stack protocol supports dynamic TTI configuration so as to promptly selecting the most suitable TTI for varying scenarios. 
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