3GPP TSG-RAN WG2 Meeting #94 
R2-163585
Nanjing, China, 23 - 27 May 2016

Agenda item:

9.4.1.2
Source:
Intel Corporation

Title:
User plane architecture options for LTE-NR interworking with ideal backhaul
Document for:

Discussion and Decision
1      Introduction
SID for NR was approved in RP#71 meeting [1]. One of the SI objective is to study tight interworking between LTE and new RAT (NR). In RAN2#93bis meeting, most companies considered the DC architecture (e.g. 1A/3C) as the preferred user plane architecture option for tight interworking. There were also proposals of using the CA architecture for ideal backhaul. In this contribution, we investigate user plane architectural choices for LTE-NR interworking with ideal backhaul.
2      Discussion
For non-ideal backhaul, it is obvious that CA architecture is not suitable since tight interaction between RLC and MAC cannot be supported in non-ideal backhaul. Therefore DC architecture should be specified for LTE-NR interworking. In this contribution, we discuss whether CA architecture provides sufficient gain in ideal-backhaul deployment to justify another option.

In [2], comparison between various UP architecture options (DC 1A/2C/3C and CA) is performed. In this contribution, we focus on the comparison between DC 3C and CA architecture options as they share many similarities: (supporting dynamic fallback to LTE, minimizing signalling to core network, per user throughput gain). For convenience, we show these two options in Figure 1 below. For CA architecture, the split is between RLC and MAC as shown in Figure 1. It is also possible that in CA architecture, there is a common upper MAC and LTE / NR specific lower MACs. Note that although we show LTE as MCG and NR as SCG, most of the discussion in this contribution is also applicable for the case that NR as MCG and LTE as SCG.
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Figure 1: User plane architecture options
MAC layer operation

In LTE, single MAC entity is used for the CA architecture, and two MAC entities are used for the DC architecture, one for MCG and one for SCG. The general principle is that independent operations are performed within each MAC entity, e.g. DRX, BSR, PHR, cross-carrier scheduling, SCell activation/deactivation. 

At first sight, it might seem that the DC architecture might not be as efficient as the CA architecture, since most MAC operations are performed within each RAT independently. For example, cross-carrier scheduling is not supported across CGs. However, one general question regarding MAC modelling is whether a single MAC entity covers both LTE and NR, or LTE and NR have separate MAC entities. Considering that there might be significant differences between LTE and NR MAC operations, and that LTE and NR rather operate independently from MAC/PHY perspective, it might be natural to assume that there are separate LTE and NR MAC entities. For example, in case of cross-carrier scheduling, if LTE and NR support different TTI or control channel for feedback, enabling cross-carrier scheduling between LTE and NR is not so straight-forward e.g. timing relationship between grant and data transmission is not the same as separate scheduling.
Observations 1: There might be no difference in terms of MAC layer efficiency between DC and CA architectures if separate MAC entities are assumed for LTE and NR.

RLC layer operation in CA architecture
If NR has a shorter TTI compared with LTE, there might be some impacts on RLC layer operation in a CA architecture. Since one common RLC entity is operating with LTE and NR MAC entities with potentially different TTI lengths, there might be some issues for how RLC entities are configured. For example, in LTE, RLC reordering timer is set according to a target number of HARQ retransmissions. Then it is challenging to select a suitable RLC reordering timer considering different HARQ round trip time which is typically related to TTI length. If the RLC reordering timer is set according to the longer TTI (LTE), then the shorter TTI in NR might lose some benefits. On the contrary, if RLC reordering timer is set according to the shorter TTI (NR), then there might not be sufficient retransmissions on the LTE link, where reliability might not be guaranteed.
Observations 2: There might be some complexity for RLC operation in CA architecture when LTE and NR have different HARQ RTTs.
Efficiency in retransmission
Frequency ranges up to 100 GHz is considered for NR [4]. Channel blockage has been identified as one distinct feature for above 6 GHz frequency which does not exist in the low band 3GPP 3D channel model [5]. As carrier frequency increases, it is easier for the radio signal to be blocked by small objects.

For fast recovery to handle blockage issues, retransmission can be performed in RLC and PDCP layers in CA and DC architectures, respectively. There is slight inefficiency for PDCP retransmission due to misalignment between PDCP and RLC framing, assuming current LTE PDCP/RLC operation is used in NR. As show in Figure 2 below, RLC retransmission is only needed for those RLC PDUs not successfully received (RLC PDUs with SN 1 and 3), while for PDCP retransmissions, due to the misalignment, more PDUs should be retransmitted (PDCP PDUs with SN 1, 2, 3, 6, 7, and 8. Note that due to partial overlapping, PDCP PDUs with SN 3, 6, and 8 should be retransmitted). Such retransmission inefficiency might not be a serious issue if number of packets due to retransmission is only a small fraction of all the packet during communications. As the misalignment only happens for the first and last PDCP PDU with a RLC PDU, if RLC PDU contains many PDCP PDUs (which is typical for NR with high data rate), the misalignment issue might not be serious. In addition, whether this is really an issue depends on user plane architecture design for NR.
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Figure 2: PDCP/RLC level retransmissions
Observations 3: There is slight retransmission inefficiency for DC architecture compared with CA architecture.

Throughput performance
During LTE study, it was found that CA architecture has better performance over DC architecture [3]. However the performance difference is due to the assumption that non-ideal backhaul is used (e.g. X2 latency, independent scheduling for MCG and SCG) in the DC architecture, not due to the protocol split difference between the DC and CA architectures. If we assume ideal backhaul for both DC and CA (i.e. no delay and capacity limitation), it is expected that throughput performance of DC architecture is comparable to CA architecture. 
Observations 4: It is expected that throughput performance of DC architecture is comparable to CA architecture assume ideal backhaul for both DC and CA (i.e. no delay and capacity limitation).
Forward compatibility aspects of introduction CA in later release.

From above comparison, it can be seen that there are no obvious benefits of using CA architecture for LTE-NR interworking when ideal backhaul is used. To keep the number of options to a minimum, it is desirable to only support DC architecture options for LTE-NR interworking.

One question arises is whether there is any forward compatibility issues if CA architecture for LTE-NR interworking will be introduced at a later release. In general, the discussion context is for UEs already in RRC_CONNECTED, and the main difference of CA and DC architecture options lie in the protocol split. Therefore it is expected that there is no forward compatibility issue.
Observations 5: There is no forward compatibility issue if CA architecture for LTE-NR interworking is introduced at a later release if sufficient gains are seen to justify introducing this option.
3      Conclusion
In this contribution, we investigate user plane architectural choices for LTE-NR interworking with ideal backhaul, and we have following observations:
Observations 1: There might be no difference in terms of MAC layer efficiency between DC and CA architectures if separate MAC entities are assumed for LTE and NR.
Observations 2: There might be some complexity for RLC operation in CA architecture when LTE and NR have different HARQ RTTs.
Observations 3: There is slight retransmission inefficiency for DC architecture compared with CA architecture.
Observations 4: It is expected that throughput performance of DC architecture is comparable to CA architecture assume ideal backhaul for both DC and CA (i.e. no delay and capacity limitation).
Observations 5: There is no forward compatibility issue if CA architecture for LTE-NR interworking is introduced at a later release if sufficient gains are seen to justify introducing this option.

Based on above observationss, we propose the following:
Proposal 1: RAN2 to agree on DC architecture options for LTE-NR interworking, for both ideal and non-ideal backhaul.
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