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Introduction
This document summarizes RAN2 discussion on the following email thread:
	[92#45][LTE/V2X] Capacity Analysis - LG
· Capacity analysis unicast, SC-PTM, and MBSFN for Scenario 2 and 3. 
· Agree on a set of assumption (RAN1 assumptions are taken as a baseline and discuss the need to change any of the assumption)
· Perform the analysis and simulations for each of the agreed scenarios
· Draw conclusions/observations based on the results



The objective relevant to this email discussion is as follows:
	3) For support of Uu transport for V2V, and PC5/Uu transport for V2I/N and V2P services (to be completed by RAN#72 – June 2016), at least including:
a) Evaluate the feasibility of Uu transport for V2V and V2P in terms of meeting latency requirements, network coordination required, resource efficiency, and energy efficiency of UE,. [RAN1, RAN2, RAN3]



Plan for the email discussion
The following time plan is proposed for this email discussion:
· Phase 1: Alignment of evaluation assumptions (Deadline: 2016-01-07, 23:59 Pacific Time)
· Phase 2: Submission of the evaluation results (Deadline: 2016-01-28, 23:59 Pacific Time)
· Phase 3: Observation and conclusion from the submitted results (Deadline: 2016-02-04, 23:59 Pacific Time)
In this email discussion, RAN2 focuses on the V2V capacity analysis of the existing LTE Uu interface in Scenario 2 & 3. 
In RAN2#93, it is proposed to send a liaison in order to ask RAN1&3 to consider the result of this RAN2 email discussion in their work on Uu aspects.

Phase 1: Alignment of evaluation assumptions (Deadline: 2016-01-07, 23:59 Pacific Time)
Evaluation assumptions common to all scenarios
Since we agreed that RAN1 assumptions are taken as a baseline, it is likely to reuse the assumptions in TR 36.885, which includes the three eNB deployment cases in clause A.1.3, the five V2V traffic models in Table A.1.5-1, and the performance metric of PRR in clause A.1.6. 
It is noted that there is a RAN1 email discussion on V2I in parallel. RAN1 recently agreed the evaluation assumptions on V2I for RAN1 email discussion, as shown in the below box. 
	1. “Non-relay” V2I (e.g. BSM broadcasting from vehicle to infrastructure or RSA broadcasting from infrastructure to vehicle) Note: this temporary name will be taken place when exact scenario defined in TR
0. Evaluation statistics according to performance metric are provided for V2I and I2V respectively 
0. Traffic model
0. V2I/I2V traffic model 1: Message generation frequency is the same as that of V2V. Latency requirement is 100 ms.
0. V2I/I2V traffic mode 2: Message generation frequency is 1 or 0.1 Hz. Latency requirement is > 100 ms (e.g., 1000 ms).
0. I2V traffic is generated per intersection for urban case
0. V2V message generation does not change from the existing model.
0. For model 1, a single message is generated at a vehicle both for V2V and V2I (i.e, no change in the traffic load).
0. For model 2, V2I message is additionally generated on top of the V2V message.
0. Performance metric is the same as that for V2V except for target communication range 
0. FFS: communication range
0. Frequency usage for simulation
3. UE type RSU
0. Carrier frequency
0. Baseline: 6GHz
0. Bandwidth: 10MHz
0. Baseline: V2I and I2V transmission shares the same carrier
2. Not preclude they are using separate/multiple carriers
0. PC5 based V2V is included in V2I (UE type) simulation to reflect realistic UE density
3. i.e. The difference from PC5 V2V evaluation will be additional receivers (“I”) receiving the same traffic as PC5 V2V  evaluation from vehicle; and additional transmitters (“I”)
0. when PC5 is considered co-channel with uplink
4. Half duplex constraint is respected
0. When considering separate carrier for PC5 from uplink
5. Companies to indicate whether half duplex constraint is respected between PC5 and uplink
0. When PC5 V2V is considered at separate carrier from V2I
6. Companies to indicate whether half duplex constraint is respected between PC5 V2V and V2I
3. eNB type RSU
1. Carrier frequency: 2GHz
1. Bandwidth: 10MHz for each of DL and UL in FDD; 20MHz in TDD
1. Baseline: Macro eNB in urban case
1. Baseline: simulation  of V2I (eNB type) simulation is separated from PC5 based V2V (main scenario to evaluate: UU and PC5 co-channel) 
3. when PC5 is considered co-channel with uplink
0. Half duplex constraint is respected
0. Companies provide details about scheme for half duplex constraint, e.g. the subset of subframes used for Uu
3. When considering separate carrier for PC5 from uplink
1. Companies to indicate whether half duplex constraint is respected between PC5 and uplink
1. Considering WAN traffic on the same carrier of V2I
0. Other simulation assumption for UE-type RSU 
4. Evaluation scenario with following bullets
0. Baseline: Urban only
0. Optional: Freeway
4. Dropping 
1. Urban: to simplify the simulation, at the center of intersection
1. Freeway: uniform allocation with 100m spacing in the middle of the freeway
4. Height: 5m
4. Channel modeling: reuse that for UE-UE in PC5 based V2V evaluation with antenna height at RSU changed to 5m
4. Evaluation results are provided for both I2V and V2I
0. Other simulation assumption for eNB-type RSU
5. Evaluation scenariowith following bullets
0. Baseline: urban only
0. Optional: Freeway
5. Dropping: the same as eNB dropping in PC5 V2V evaluation
5. UU interface
5. Channel modeling: reuse that for eNB-UE in PC5 V2V evaluation 
5. UL and DL simulations can be separated
5. Evaluation results are provided at least for both V2I and I2V



We think that those agreements on RSU in RAN1 could be used for RAN2 capacity analysis of Scenario 2 and 3 for V2V. In particular, the agreements on RSU in sky blue (see above) could be used for this RAN2 email discussion. Note that the assumptions on eNB type RSU are relevant for Scenario 2 & 3 while the assumptions on UE type RSU are relevant only for Scenario 3.
Proposal 1: RAN2 capacity analysis for Scenario 2 & 3 is based on the following evaluation assumptions for deployment, traffic model and metric:
· the evaluation assumptions in TR 36.885, at least including the three eNB deployment cases in clause A.1.3, the five V2V traffic models in Table A.1.5-1 and the performance metric of PRR in clause A.1.6
· the outcome of the relevant RAN1 email discussion on eNB type RSU, at least including the above texts in sky blue

As discussed in [1], a vehicle transmits in Scenario 2 only its own message to its serving cell in UL, but transmission of a message in DL should cover all the UEs in the target range which can span multiple cells. Furthermore, analysis on the LTE UL spectral efficiency in [1] shows that LTE UL is not the main bottleneck of Uu-based V2V in terms of the capacity under the given vehicle density and traffic model, while it is more challenging to deliver V2V messages via DL potentially covering multiple cells. Thus, it is proposed to focus on DL capacity analysis in the simulation for Scenario 2 by allowing the assumption of an error-free UL operation, i.e., every V2V message is delivered to the serving cell of the vehicle UE with 100 % reliability and with zero delay. Similarly, the UL part in Scenario 3, i.e., the transmissions from RSU to eNB in Scenario 3A and the transmissions from vehicles to eNB in Scenario 3B can take the error-free assumption for the simplicity of the evaluations.
Proposal 2:  Error-free UL operation is assumed in the RAN2 capacity analysis of Scenario 2 & 3. 

On eNB scheduling for DL transmissions, RAN2 agreed to consider unicast, MBSFN and SC-PTM as the transport options for this analysis. The proposed baseline is that eNB is unaware of the location of each vehicle UE. This implies that, for a V2V message generated by a vehicle UE (V-UE A), the message should be transmitted to all the UEs in the serving cell of V-UE A as well as in all the cells adjacent to the serving cell of V-UE A. It is noted that agreeing this baseline does not intend to preclude the study on any other DL scheduling methods as an enhancement option.
Proposal 3: The baseline DL operation is that E-UTRAN transmits each generated V2V message (received by E-UTRAN via an error-free UL) to all the UEs in the serving cell and the adjacent cells of the message generating vehicle UE. Each company should describe the details of the assumed DL operation.

An example of this baseline DL scheduling for 7-site cell deployment is illustrated in Figure 1 (the hashed cells represent mirror image cells by the wrap-around structure). The seven cells in the same colour transmit the same set of messages which are received by the cell at the set of the same-coloured cells. So, the 7 cells coloured in green in the first subframe (i.e., cells #0, #1, #2, #10, #14, #13, #17) transmit the V2V messages received by cell #0. In order to transmit message received by the other cells, the set of cells transmitting the same messages changes in time in the next subframe. For example, in the second subframe, cells #2, #7, #6, #10, #0, #1, #3  transmit the message received by cell #2. This implies 7-fold increase in the effective load offered to DL transmissions, i.e., each cell needs to transmit the messages received by its own cell as well as the messages received in the six neighbouring cells. Each company should describe further details of the assumed DL operation. 
[image: ]
Figure 1. An illustration of the baseline DL scheduling.
The same example can be applied to Freeway case option 1 in TR 36.885 (Figure A.1.3-2) with the exception that three adjacent cells transmit the messages received by the one at the center. In this case, the offered load to DL transmissions becomes three times higher effectively.
Note that companies are allowed to use another DL scheduling method as long as their method is aligned with the proposed baseline (i.e. Proposal 3).
Question A: Companies are requested to provide their view on the above evaluation assumptions common to all scenarios, if necessary.

	Company
	Any comment

	Huawei, HiSilicon
	For Proposal 1, we agree to take RAN1 assumptions as the baseline for V2V evaluation. However, RAN1 assumptions were for V2I/I2V evaluations, for which capacity may not be a critical issue. For V2V evaluation, it can be easily estimated that 10MHz for DL could be insufficient. Therefore, we propose to consider 20MHz for FDD DL to evaluate Uu based V2V.  

We are fine with Proposal 2.

For Proposal 3, we tend to agree that the eNB is unaware of the location of each vehicle UE. However, we may need to further discuss if the V2V application server can be aware of the location of each vehicle UE. The position information is included in V2V messages which are delivered to the V2X server, so it is possible for the V2V server to be aware of the location of each vehicle UE because all the vehicle UEs are periodically transmitting V2V messages to the V2V server. Therefore, it is possible that the V2V server forwards a V2V message only to those vehicle UEs which are in proximity of the transmitter of the V2V message. 
If eMBMS is applied for V2V transmission, according to the existing procedure specified for MCPTT (see TS 23.179), the server can obtain the ECGI of each UE’s serving cell. Therefore, the V2V server can forward the V2V message to only those cells which are in proximity of the transmitter, including the serving cell of the transmitter.
Based on the analysis above, a V2V message may not need to be delivered to all the 6 (i.e. urban case) or 2 (i.e. freeway case) neighboring cells. 
However, It could be difficult to simulate this case for each packet, but we can largely calculate the offered load if the V2V server is assumed to have implemented the scheme introduced above.

Regarding Figure 1 “An illustration of the baseline DL scheduling”, it should be noted that it is an illustration of MBSFN transmission, but not for unicast and SC-PTM.

	Ericsson
	Regarding Proposal 1, it is not clear how to fully assess the system capacity only from PRR. The reason is that PRR might not directly reflect system latency which is the main concern when evaluating capacity. From system level perspective, we believe that we should also use a delay metric and compare results with the delay requirements defined in Table A.1 in TR 22.885. 

Regarding Proposal 3, we agree with Huawei that what captured in the proposal is a worst case assumption. We suggest first evaluating performances in a simpler scenario in which the message forwarding is limited to the serving cell. That already should give useful insights, since for other scenarios the load should be scaled by the number of adjacent cells considered.
   

	Qualcomm
	Proposal 1: We can agree with Proposal 1 only if eNB deployment baseline case for freeway scenario is considered. We don’t see need to simulate optional case.
    With respect to Huawei comment of increasing the bandwidth, we think we already have many cases and we don’t want to create one more case. So we would like to stick to 10 MHz as decided by RAN1.

Proposal 2: We are fine with Proposal 2.

Proposal 3: We are fine with proposal 3


	ZTE
	For Proposal 1: We agree with HW and 20MHz for FDD DL need to be considered.
For Proposal 2: We are fine.
For Proposal 3: Since the number of neighbor cells will impact the capacity analysis result, we suggest the evaluation assumption consider the cases under different number of neighbor cells.

	Intel
	For proposal 1: we are fine and we would like to stick to 10MHz to reduce evaluation effort. 
For proposal 2: we are fine. However we think it would be good to show some evaluation result instead of just saying that, so we put some result into the evaluation result section. 
For proposal 3: we agree with Ericsson. 



Evaluation assumptions for the non-ideality of practical UL operations in Scenario 2
As it is discussed above, error-free UL operation is assumed in the RAN2 capacity analysis of Scenario 2 & 3. However, it is beneficial to study the non-ideality of practical UL operations especially for a vehicle UE in Scenario 2. Thus, it is proposed to use additional metrics for evaluation of the non-ideality of practical UL operations.
Proposal 4: The following metrics are additionally used to evaluate non-ideality of practical UL operations for analysis of Uu based V2V in Scenario 2:
· Overhead caused by SR and BSR
The set of periodicity considered in the email discussion on the latency analysis, i.e. 1ms and 10ms, should be assumed. The example of this analysis is shown in [2].
· Message loss caused by handover
Simulation setting in TR 36.839 is reused. To be specific, it is proposed to use the following setting in Table 1.1 as the baseline. The example of this analysis is shown in [1].
Table 1.1: Simulation assumptions for message loss caused by handover
	Items
	Description

	Qout [dB]
	-8

	Qin [dB]
	-6

	T310 [sec]
	1 (the default value in 36.311)

	N310
	1

	N311
	1

	TimeToTrigger [ms]
	40, 80, 160, 480

	a3-offset [dB]
	-1, 0, 1, 2, 3

	L3 filter parameter K
	4, 1, 0

	L1 to L3 period [ms]
	200

	Handover preparation (decision) delay [ms]
	50

	Handover execution time [ms]
	40

	measurement error modelling
	To obtain the 90% bound for +/- 2 dB, a normal distribution with deviation = 2 dB / (sqrt(2)*erfinv(0.9)) = 1.216 dB can be used (ref: TS36.133 [2]). The RSRP measurement error can be added before or after L1 filter as long as the error requirement mentioned above is met at the input of L3 filter.
For calibration purposes, there is no measurement error modelling with wideband CQI for radio link monitoring and HOF decision.



Question B: Companies are requested to provide their view on the above evaluation assumptions for the non-ideality of practical UL operations in Scenario 2, if necessary.

	Company
	Any comment

	Huawei, HiSilicon
	We understand that the intention of Proposal 4 was to evaluate the overhead of L1/L2/L3, but only overheads for SR/BSR and handover have been mentioned by Rapporteur here.
As discussed previously, Proposal 2 was proposed based on the assumption that UL is not the bottleneck for Uu-based V2V transmission. It is not clear why we need to specifically consider the uplink overhead here, e.g., SR/BSR and measurement reporting. In our view, we should continue to focus on DL.
Furthermore, it could be difficult to align all the assumptions for L1/L2/L3 overhead. For L1 overhead, apart from SR, we may also need to consider such as CQI reporting, ACK/NACK feedback, SRS and etc. For L2 overhead, apart from BSR, we may need to consider MAC headers and other MAC CE, and PDCP/RLC overheads should be considered as well. No need to say L3 signaling.
We guess that the simulation platforms of companies may more or less have considered L1/L2/L3 overheads. We may not need to specifically align each simulation assumption here. Companies can provide their simulation results based on their own simulation platforms and calculate the spectrum efficiency value. We can finally conclude the email discussion according to companies’ simulation results, the spectrum efficiency values provided by companies and the legacy spectrum efficiency values concluded before.

	Ericsson
	We agree with Huawei. In this part, we should evaluate the latency of the whole UL/DL protocol stack, rather than focusing only on the SR/BSR and HO latency. 

	Qualcomm
	We think that UL will also become bottleneck and it should be studied as part of capacity analysis.
There are three issues:
· If All UEs are in RRC_CONNECTED state then it will lead to large number of connected UEs. This will be the cause of control channel overload.
· If we provide Semi-persistent assignment then UEs will be required to transmit messages at fixed and low MCS, which will cause data channel congestion.
· If all UEs are in RRC-IDLE then idle to connected transmission itself will cause lot of signaling overhead.

	ZTE
	We agree with HW, since the UL capacity is not bottleneck, we should mainly focus on DL evaluation.

	Sequans
	· We Agree with QC, the issue of data channel congestion is demonstrated in our simulation results below
For SPS, MCS allocation is semi statically defined which is similar to the PC5 situation since in both cases there is no link adaptation. Therefor we can use the same MCS as in the RAN1 PC5 simulation assumption i.e. MSC 1 

	Intel

	We think we need more discussion since it is not clear why we should focus only on the SR/BSR overhead and HO latency in UL in particular considering UL capacity is not bottleneck. 




Evaluation assumptions specific to Scenario 3A/B
Scenario 3 is evaluated by introducing SL operations where UE-type RSUs transmit and vehicles receive. Each company should describe the details of the assumed SL operation (e.g., resource allocation method). 
Proposal 5: Each company should describe the details of the assumed SL operation for Scenario 3. 
For Scenario 3A, we propose to assume that a vehicle UE tries to receive both SL and DL, and so it is counted as a successful reception if the message is corrected received in either of the two links. The three DL transmission options, i.e. unicast, SC-PTM and MBSFN are considered for E-UTRAN transmissions to UEs in Scenario 3A.
Proposal 6: For Scenario 3A, a vehicle UE tries to receive both SL and DL where unicast, SC-PTM or MBSFN is used.
For Scenario 3B, the three DL transmission options are also considered for E-UTRAN transmissions to UE type RSU as RAN2 considered in the latency analysis.
Proposal 7: For Scenario 3B, a UE type RSU tries to receive only DL where unicast, SC-PTM or MBSFN is used while a vehicle UE tries to receive only SL.

Question C: Companies are requested to provide their view on the above evaluation assumptions specific to Scenario 3A/B, if necessary.

	Company
	Any comment

	Huawei, HiSilicon
	Regarding Proposal 5, we do not think RAN2 is able to conclude SL capacity performance in this email discussion. We prefer to focus on Scenario 2 in this email discussion and further discuss if there is a need to evaluate Scenario 3.

Regarding Proposal 6/7, we prefer to further discuss in the next meeting, but not in this email discussion.

	Ericsson
	We are fine with Huawei proposal to focus on scenario 2 in this email discussion.

	Qualcomm
	We would also like to down prioritize Scenario 3 (a and b) and focus only on Scenario 2 for the time being.

	ZTE
	We think scenario 3 should be included, because of Chairman’s notes for last meeting “Capacity analysis unicast, SC-PTM, and MBMSFN for Scenario 2 and 3”.

	Intel
	We think first we should focus on the scenario 2 in the email discussion. 



Rapporteur finally suggested during email discussion in Phase 1:
· To use 10 Mhz as mandatory and 20 Mhz as optional for RAN2 evaluation in order to align our evaluation with RAN1’s evaluation and see a benefit of increased bandwidth
· To use PRR as a basic metric for RAN2 evaluation to order to align our evaluation with RAN1’s evaluation and see performance with the same view across WGs for different scenarios and transport mechanisms. (But, it is still open to additional optional metric that may be provided by other companies)
· Not to align evaluation assumptions for UL overhead analysis in Scenario 2 for the time being. Companies can provide their simulation results based on their own simulation platforms. But please indicate your assumption when you provide simulation results. We will discuss later how RAN2 will use companies’ evaluation for overall capacity analysis.
· To confirm that Scenario 3 is in the scope of this email discussion without aligning detailed evaluation assumptions (But, we understand that some companies may not provide their evaluation results of Scenario 3 during this email discussion.) 

Phase 2: Submission of the evaluation results (Deadline: 2016-01-28, 23:59 Pacific Time)

Evaluation results for Scenario 2
Analysis of UL unicast: 
Intel: 
Table I.1 Simulation assumptions
	Parameter
	Value

	Deployment Scenarios
	Urban:
Dense: average inter-vehicular distance = 2.5 sec · absolute vehicle speed 15 km/h
Sparse: average inter-vehicular distance = 2.5 sec · absolute vehicle speed 60 km/h

	Channel model
	According to the agreed evaluation methodology in [1]

	Spectrum

	Carrier Frequency
	2GHz

	Bandwidth
	10 MHz / 50PRBs

	Duplexing
	FDD

	eNB-type RSU Parameters

	Tx Max Power
	46 dBm

	Height
	35 m

	Number of Antennas
	4

	Antenna pattern
	Directional 3D

	HPBWHor
	70 deg

	FBRHor
	25 dB

	HPBWVer
	10 deg

	FBRVer
	20 dB

	Antenna gain
	14 dBi

	Antenna tilt
	15 deg

	Noise Figure
	5 dB

	Vehicle UE Parameters

	Tx Max Power
	23 dBm

	Height 
	1,5 m

	Number of Antennas
	2

	Antenna pattern 
	Omni 2D

	Antenna gain
	3dBi

	Noise Figure
	9 dB

	UL Power Control

	P0
	-106

	Alpha
	1

	UL HARQ 

	Max number of retransmissions
	3

	Retransmission delay, subframes
	8

	Traffic model

	Description
	Periodic traffic model according to [1] with randomized initial arrival time

	Packet arrival period
	100 ms

	Message size
	· 190 bytes every 100ms (four consecutive packets)
· 300 bytes every 500ms (every 5th packet)

	Latency requirement
	100 ms

	DL Data Transmission format

	MIMO Mode
	Antenna Port#0

	Allocation size
	10 PRB 

	190 Byte
	MCS
	9

	
	Modulation
	QPSK

	300 Byte
	MCS
	14

	
	Modulation
	QAM-16

	UL Data Transmission format

	Allocation size
	8 PRB
	12 PRB

	190 Byte
	MCS Index
	12
	8

	
	Modulation
	QAM-16
	QPSK

	300 Byte
	MCS Index
	16
	12

	
	Modulation
	QAM-16
	QAM-16

	DL Transmission

	Number of data transmissions 
	1 (No packet retransmission)

	Link adaptation
	No

	Inter-cell cooperation scheme
	Coordinated in time transmissions from multiple cells according to the cell reuse factor (time reuse). 

	Cell Reuse Factor
	[1;3;6]



Table I.2: UL resource utilization and packet drop statistics for V2V communication in Urban scenario
	
	Urban, 15 km/h
	Urban, 60 km/h

	Allocation Size, PRB
	8
	12
	8
	12

	UL Resource Utilization,%
	31.3%
	45.5%
	7.4%
	11.4%

	Packet Drop, %
	0.01%
	0%
	0%
	0%




Analysis of DL unicast
LG
Table L1.1 shows downlink data rate of V2X messages per cell (sector) for unicast case in which all vehicles receive V2X messages via unicast bearers [R2-156517]. 
Table L1.1: Downlink unicast data rate of periodic V2X messages per cell
	
	Urban case
	Freeway case (Option 1)
	Freeway case (Option 2)

	
	15km/h
	60km/h
	70km/h
	140km/h
	70km/h
	140km/h

	DL data rate per cell (Mbps)
	3644.12
	226.72
	591.27
	146.72
	25.30
	6.27




Analysis of DL MBSFN
LG
Table L1.2: Average PRR for Urban case with 60 km/h speed
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160

	MBSFN (100% DL resource) with the dynamic MCS adaptation
	0.965105
	0.972795
	0.975408
	0.972606
	0.974587
	0.968152
	0.966096
	0.955775

	MBSFN (60% DL resource) with the dynamic MCS adaptation
	0.899167
	0.905405
	0.912427
	0.904905
	0.903527
	0.890636
	0.887294
	0.872566

	MBSFN (100% DL resource) with the fixed MCS13
	0.936064
	0.939108
	0.947065
	0.941422
	0.939604
	0.932198
	0.928264
	0.910943

	MBSFN (60% DL resource) with the fixed MCS14
	0.849361
	0.851455
	0.859521
	0.858671
	0.848489
	0.841007
	0.833427
	0.814444



Table L1.3: Average PRR for Freeway case with 70 km/h speed 
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160
	160 – 180
	180 – 200
	200 – 220
	220 – 240
	240 – 260
	260 – 280
	280 – 300
	300 – 320

	MBSFN (100% DL resource) with the dynamic MCS adaptation
	0.958611
	0.956976
	0.961658
	0.963344
	0.966355
	0.959851
	0.966475
	0.959622
	0.962742
	0.959642
	0.958212
	0.958175
	0.955407
	0.954416
	0.957398
	0.962659

	MBSFN (60% DL resource) with the dynamic MCS adaptation
	0.871684
	0.869508
	0.87338
	0.876182
	0.88
	0.874146
	0.876616
	0.873848
	0.871992
	0.870894
	0.868582
	0.867285
	0.863521
	0.85852
	0.862748
	0.868585

	MBSFN (100% DL resource) with the fixed MCS13
	0.920055
	0.918652
	0.922047
	0.924674
	0.926484
	0.920296
	0.928003
	0.922078
	0.922585
	0.921137
	0.921176
	0.917742
	0.918548
	0.913432
	0.918668
	0.926678

	MBSFN (60% DL resource) with the fixed MCS15
	0.836799
	0.835473
	0.837867
	0.839589
	0.845679
	0.835759
	0.839284
	0.841999
	0.832542
	0.836066
	0.830756
	0.82599
	0.824871
	0.819392
	0.822381
	0.829636



Huawei:
Table H1.1 Simulation assumptions
	Parameter
	Value

	Deployment scenario
	Urban, highway

	Cellular Layout
	19 cell sites, 3 sectors per site

	Inter-site distance
	500m for urban, 1732 for highway

	Carrier frequency
	2000MHz

	Bandwidth
	10MHz, 20MHz

	Duplex method
	FDD

	UE speeds of interest
	15/60kmh for urban , 70/140kmh for highway

	UE antenna gain
	0dB

	MBSFN configuration
	10 subframe are fully used
MCS is fixed
Extended CP

	SC-PTM configuration
	10 subframes are fully used
MCS is fixed
Normal CP

	UE dropping method
	inter-vehicle distance (2.5second *  vehicle speed)
4 lane for urban, 6 lane for highway
UEs are uniformly dropped on the road

	Traffic model
	V2V traffic model agreed in RAN1

	Transmission mode
	SFBC for SC-PTM, SIMO for MBSFN 

	Wrap around
	Wrap around agreed in RAN1

	Metrics (Only applied to Table H1.2)
	MCS is fixed to guarantee that 95% UEs in a cell meet the PRR requirement (Urban 90%, freeway 80%).
To obtain the maximum vehicle density supported. 




Table H1.2: Maximum vehicle density supported by MBSFN based on Table H1.1
	Scenario
	Urban 
	Highway 

	Speed(km/h)
	60
	15
	15
	140
	70

	Traffic model(Hz)
	10
	2
	10
	10
	10

	Density requirement (v/cell)
	43
	175
	175
	54
	107

	10MHz DL: Supported density (v/cell) (MCS=5)
	27
	114
	27
	62
	62

	20MHz DL: Supported density(v/cell) (MCS=5)
	53 
	227
	53
	123
	123



For Table H1.3, we use PRR as the metric. Different PRR values for different MCS values are provided. Only PRR values at target distance range 140-160m (urban) and PRR values at target distance range 300-320m (Freeway) are provided in Table H1.3, because we observed that PRR results are irrelevant to distance between two vehicle UEs
PRR values for different bandwidths (10MHz and 20MHz) are also compared in Table H1.3.
Table H1.3: PRR for different configurations by MBSFN
	Scenario
	PRR at target distance range 140-160m 
(Urban, 60km/h, 10 Msgs/Sec)
	PRR at target distance range 300-320m 
(Freeway, 70km/h, 10 Msgs/Sec)

	10MHz DL(MCS=5)
	0.6396
	0.5542

	10MHz DL(MCS=6)
	0.7587
	0.6826

	10MHz DL(MCS=7)
	0.9027
	0.8433

	10MHz DL(MCS=8)
	0.9749
	0.9732

	10MHz DL(MCS=9)
	0.9542
	0.9516

	10MHz DL(MCS=10)
	0.9442
	0.9403

	20MHz DL(MCS=6)
	0.9804
	0.9784



Analysis of DL SC-PTM
LG
Table L1.4: Average PRR for Urban case with 60 km/h speed 
	Distance from a TX UE  (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160

	SC-PTM (100% DL resource) with the dynamic MCS adaptation
	0.762112
	0.76047
	0.764989
	0.776619
	0.774052
	0.768513
	0.768206
	0.763821

	SC-PTM (100% DL resource) with the fixed MCS8
	0.676202
	0.670967
	0.683328
	0.695011
	0.684824
	0.694387
	0.688239
	0.687219


Table L1.5: Average PRR for Freeway case with 70 km/h speed 
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160
	160 – 180
	180 – 200
	200 – 220
	220 – 240
	240 – 260
	260 – 280
	280 – 300
	300 – 320

	SC-PTM (100% DL resource) with the dynamic MCS adaptation
	0.872043
	0.867293
	0.874276
	0.876338
	0.877601
	0.873637
	0.878737
	0.869862
	0.868793
	0.867606
	0.86704
	0.869433
	0.866325
	0.862953
	0.860293
	0.870107

	SC-PTM (100% DL resource) with the fixed MCS9
	0.744266
	0.743627
	0.745183
	0.74342
	0.754653
	0.749865
	0.755042
	0.74406
	0.742106
	0.733063
	0.737174
	0.746696
	0.743259
	0.741386
	0.73222
	0.74541



Nokia
Table N1.1: Average PRR for Urban case with 60 km/h speed and 100 ms message interval 
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160
	160 – 180
	180 – 200
	200 – 220
	220 – 240
	240 – 260
	260 – 280
	280 – 300
	300 – 320

	SC-PTM
QPSK 1/3 (99% DL resource)
	-
	-
	-
	1.00
	0.99
	0.95
	0.87
	0.90
	0.92
	0.87
	0.89
	0.88
	0.89
	0.85
	0.85
	0.81

	SC-PTM
QPSK 2/3 (62% DL resource)
	-
	-
	-
	0.99
	0.94
	0.72
	0.41
	0.69
	0.69
	0.58
	0.64
	0.64
	0.59
	0.57
	0.55
	0.51



Table N1.2: Average PRR for Urban case with 15 km/h speed and 500 ms message interval
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160
	160 – 180
	180 – 200
	200 – 220
	220 – 240
	240 – 260
	260 – 280
	280 – 300
	300 – 320

	SC-PTM
QPSK 1/3 (92% DL resource)
	-
	-
	-
	1.00
	0.99
	0.97
	0.89
	0.92
	0.94
	0.91
	0.92
	0.91
	0.91
	0.89
	0.89
	0.87

	SC-PTM
QPSK 2/3 (26% DL resource)
	-
	-
	-
	0.99
	0.93
	0.74
	0.42
	0.68
	0.71
	0.59
	0.65
	0.64
	0.61
	0.59
	0.58
	0.54



Table N1.3: Average PRR for Freeway case with 140 km/h speed 
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160
	160 – 180
	180 – 200
	200 – 220
	220 – 240
	240 – 260
	260 – 280
	280 – 300
	300 – 320

	SC-PTM
QPSK 1/3 (28% DL resource) 
	-
	1.00
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.98

	SC-PTM
QPSK 2/3 (13% DL resource)
	-
	1.00
	0.96
	0.97
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99
	0.99



Table N1.4: Average PRR for Freeway case with 70 km/h speed 
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160
	160 – 180
	180 – 200
	200 – 220
	220 – 240
	240 – 260
	260 – 280
	280 – 300
	300 – 320

	SC-PTM
QPSK 1/3 (50% DL resource) 
	-
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00

	SC-PTM
QPSK 2/3 (26% DL resource)
	-
	1.00
	0.97
	0.99
	1.00
	100
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	1.00
	0.99
	1.00
	0.99



New results (09/02/2016) from Nokia Networks – aggregated in a single table:
Table N1.5: PRR for SC-PTM in Scenario 2
	Scenario
	Speed (km/h)
	Message period (ms)
	MCS
	DL load (%)
	PRR
	Cell-edge PRR

	Urban SC-PTM
	60
	100
	QPSK 1/3
	99
	0.91
	0.64

	Urban SC-PTM
	60
	100
	QPSK 1/2
	66
	0.78
	0.42

	Urban SC-PTM
	60
	100
	QPSK 2/3
	50
	0.63
	0.21

	Urban SC-PTM
	15
	500
	QPSK 1/4
	99
	0.96
	0.83

	Urban SC-PTM
	15
	500
	QPSK 1/3
	75
	0.92
	0.67

	Urban SC-PTM
	15
	500
	QPSK 1/2
	50
	0.78
	0.43

	Freeway SC-PTM
	140
	100
	16 QAM 2/5
	15
	0.94
	0.82

	Freeway SC-PTM
	140
	100
	16 QAM 3/5
	10
	0.86
	0.60

	Freeway SC-PTM
	140
	100
	16 QAM 4/5
	8
	0.71
	0.40

	Freeway SC-PTM
	70
	100
	16 QAM 2/5
	24
	0.94
	0.82

	Freeway SC-PTM
	70
	100
	16 QAM 3/5
	16
	0.84
	0.58

	Freeway SC-PTM
	70
	100
	16 QAM 4/5
	12
	0.60
	0.36



Huawei
Note: Simulation assumptions for SC-PTM are same as Table H1.1.
Table H1.4: Maximum vehicle density supported by SC-PTM based on H1.1
	Scenario
	Urban 
	Highway 

	Speed(km/h)
	60
	15
	15
	140
	70

	Traffic model(Hz)
	10
	2
	10
	10
	10

	Density requirement (v/cell)
	43
	175
	175
	54
	107

	10MHz DL: Supported density (v/cell)
	43
	186
	43
	100
	100

	20MHz DL: Supported density(v/cell)
	86
	373
	86
	200
	200



In Table H1.5, we use PRR as the metric. Different PRR values for different MCS values are provided. Only PRR values at target distance range 140-160m (urban) and PRR values at target distance range 300-320m (Freeway) are provided in Table H1.5, because we observed that PRR results are irrelevant to distance between two vehicle UEs.
PRR values for different bandwidths (10MHz and 20MHz) are also compared in Table H1.5.
Table H1.5: PRR for different configurations by SC-PTM
	Scenario
	PRR at target distance range 140-160m 
(Urban, 60km/h, 10 Msgs/Sec)
	PRR at target distance range 300-320m 
(Freeway, 70km/h, 10 Msgs/Sec)

	10MHz DL(MCS=5)
	0.5689
	0.5305

	10MHz DL(MCS=6)
	0.8448
	0.7890

	10MHz DL(MCS=7)
	0.9444
	0.9048

	10MHz DL(MCS=8)
	0.9669
	0.9577

	10MHz DL(MCS=9)
	0.9462
	0.9411

	10MHz DL(MCS=10)
	0.9405
	0.9355

	20MHz DL(MCS=6)
	0.9907
	0.9877



Intel: 
Note: In this evaluation, only the serving cell of a transmitter forwards V2V messages and the receiver UEs attempts to receive V2V message not only from the serving cell but also from the neighbouring cells. Reuse 3 means the each cell utilize only 1/3 of the available resources (subframes) and mutes the remaining 2/3 of resources. Same principle to reuse 6. 
Table I.3 Simulation assumptions
	Parameter
	Value

	Deployment Scenarios
	Urban:
Dense: average inter-vehicular distance = 2.5 sec · absolute vehicle speed 15 km/h
Sparse: average inter-vehicular distance = 2.5 sec · absolute vehicle speed 60 km/h

	Channel model
	According to the agreed evaluation methodology in [1]

	Spectrum

	Carrier Frequency
	2GHz

	Bandwidth
	10 MHz / 50PRBs

	Duplexing
	FDD

	eNB-type RSU Parameters

	Tx Max Power
	46 dBm

	Height
	35 m

	Number of Antennas
	4

	Antenna pattern
	Directional 3D

	HPBWHor
	70 deg

	FBRHor
	25 dB

	HPBWVer
	10 deg

	FBRVer
	20 dB

	Antenna gain
	14 dBi

	Antenna tilt
	15 deg

	Noise Figure
	5 dB

	Vehicle UE Parameters

	Tx Max Power
	23 dBm

	Height 
	1,5 m

	Number of Antennas
	2

	Antenna pattern 
	Omni 2D

	Antenna gain
	3dBi

	Noise Figure
	9 dB

	UL Power Control

	P0
	-106

	Alpha
	1

	UL HARQ 

	Max number of retransmissions
	3

	Retransmission delay, subframes
	8

	Traffic model

	Description
	Periodic traffic model according to [1] with randomized initial arrival time

	Packet arrival period
	100 ms

	Message size
	· 190 bytes every 100ms (four consecutive packets)
· 300 bytes every 500ms (every 5th packet)

	Latency requirement
	100 ms

	DL Data Transmission format

	MIMO Mode
	Antenna Port#0

	Allocation size
	10 PRB 

	190 Byte
	MCS
	9

	
	Modulation
	QPSK

	300 Byte
	MCS
	14

	
	Modulation
	QAM-16

	UL Data Transmission format

	Allocation size
	8 PRB
	12 PRB

	190 Byte
	MCS Index
	12
	8

	
	Modulation
	QAM-16
	QPSK

	300 Byte
	MCS Index
	16
	12

	
	Modulation
	QAM-16
	QAM-16

	DL Transmission

	Number of data transmissions 
	1 (No packet retransmission)

	Link adaptation
	No

	Inter-cell cooperation scheme
	Coordinated in time transmissions from multiple cells according to the cell reuse factor (time reuse). 

	Cell Reuse Factor
	[1;3;6]



Table I.4 Average PRR for Urban case with 15 km/h speed
	Distance from a TX, m
	0-20
	20-40
	40-60
	60-80
	80-100
	100-120
	120-140
	140-160

	No Reuse
	0.9
	0.875
	0.858
	0.83
	0.8060
	0.765
	0.723
	0.679

	Reuse 3
	0.902
	0.878
	0.86
	0.85
	0.829
	0.802
	0.770
	0.727

	Reuse 6
	0.46
	0.45
	0.447
	0.443
	0.442
	0.441
	0.437
	0.43



Table I.5. Average PRR for Urban case with 60 km/h speed
	Distance from a TX, m
	0-20
	20-40
	40-60
	60-80
	80-100
	100-120
	120-140
	140-160

	No Reuse
	0.986
	0.982
	0.978
	0.974
	0.966
	0.955
	0.948
	0.934

	Reuse 3
	0.992
	0.99
	0.987
	0.984
	0.979
	0.971
	0.966
	0.954

	Reuse 6
	0.994
	0.993
	0.989
	0.988
	0.985
	0.977
	0.974
	0.965




Analysis on UL SR/BSR overhead
LG
· Assumptions
The assumptions for the analysis of the overhead caused by SR and BSR are summarized in the following table. Additionally, the overhead caused by SPS is also analysed for comparison with the dynamic scheduling methods (i.e. SR and BSR). We also assumed that the SPS (re)configuration occurs at every handover and the SPS configuration is maintained within the staying cell. 
Table L2.1: Assumptions for overhead analysis caused by SR and BSR
	Parameter
	Assumption

	System bandwidth
	10MHz (DL) / 10 MHz (SL)

	Antenna configuration
	2 Tx and 2 Rx (eNB) / 1 Tx and 2 Rx (UE) 

	Layout
	Urban grid (vehicle speed: 15 / 60km/h) 
Freeway (vehicle speed: 70 / 140km/h)

	Uplink Scheduling
	SR / BSR / SPS

	Scheduling periodicity
	SR (w/ and w/o BSR) : 1ms ~ 10ms
SPS: 10ms ~ 100ms

	SR multiplexing
	12 UEs/RB

	Number of RBs for PUCCH 
	6

	Number of symbols for PDCCH
	2

	Message generation period
	100ms / 500ms (only for Urban grid 15km/h case)

	Message size (Byte)
	190

	Number of RBs per V2X data
	10



· Overhead analysis
The result of over analysis (uplink overhead and downlink overhead) for each scheduling scheme is summarized in the following table (Table L2.2~Table L2.4).
1) SR without BSR
Table L2.2: Overhead analysis for SR without BSR
	Case
	SR period: 1ms
	SR period: 10ms

	
	UL overhead
	DL overhead
	UL overhead
	DL overhead

	
	Control overhead in the whole UL resource
	Control + data overhead in the whole UL resource
	Control overhead / Total overhead
	Data / Total overhead
	Control overhead within PDCCH region
	Control overhead in the whole UL resource
	Control + data overhead in the whole UL resource
	Control overhead / Total overhead
	Data / Total overhead
	Control overhead within PDCCH region

	Urban grid 15km/h (100ms)
	29.14%
	64.11%
	45.45%
	54.55%
	8.52%
	2.91%
	37.88%
	7.69%
	92.31%
	8.52%

	Urban grid 15km/h (500ms)
	29.14%
	36.14%
	80.65%
	19.35%
	1.70%
	2.91%
	9.91%
	29.41%
	70.59%
	1.70%

	Urban grid 60km/h
	7.29%
	16.03%
	45.45%
	54.55%
	2.13%
	0.73%
	9.47%
	7.69%
	92.31%
	2.13%

	Freeway 70km/h
	17.82%
	39.19%
	45.45%
	54.55%
	5.21%
	1.78%
	23.16%
	7.69%
	92.31%
	5.21%

	Freeway 140km/h
	8.91%
	19.60%
	45.45%
	54.55%
	2.61%
	0.89%
	11.58%
	7.69%
	92.31%
	2.61%



2) SR  with BSR
Table L2.3: Overhead analysis for SR with BSR
	Case
	SR period: 1ms
	SR period: 10ms

	
	UL overhead
	DL overhead
	UL overhead
	DL overhead

	
	Control overhead in the whole UL resource
	Control + data overhead in the whole UL resource
	Control overhead / Total overhead
	Data / Total overhead
	Control overhead within PDCCH region
	Control overhead in the whole UL resource
	Control + data overhead in the whole UL resource
	Control overhead / Total overhead
	Data / Total overhead
	Control overhead within PDCCH region

	Urban grid 15km/h (100ms)
	32.64%
	67.61%
	48.28%
	51.72%
	17.05%
	6.41%
	41.38%
	15.49%
	84.51%
	17.05%

	Urban grid 15km/h (500ms)
	29.84%
	36.84%
	81.01%
	18.99%
	3.41%
	3.61%
	10.61%
	34.07%
	65.93%
	3.41%

	Urban grid 60km/h
	8.16%
	16.90%
	48.28%
	51.72%
	4.26%
	1.60%
	10.35%
	15.49%
	84.51%
	4.26%

	Freeway 70km/h
	19.95%
	41.33%
	48.28%
	51.72%
	10.42%
	3.92%
	25.30%
	15.49%
	84.51%
	10.42%

	Freeway 140km/h
	9.98%
	20.67%
	48.28%
	51.72%
	5.21%
	1.96%
	12.65%
	15.49%
	84.51%
	5.21%



3) SPS
Table L2.4: Overhead analysis for SPS
	Case
	SPS period: 10ms
	SPS period: 40ms
	SPS period: 100ms

	
	UL overhead in the whole UL resource
	DL Control overhead within PDCCH region
	UL overhead in the whole UL resource
	DL Control overhead within PDCCH region
	UL overhead in the whole UL resource
	DL Control overhead within PDCCH region

	Urban grid 15km/h (100ms)
	349.70%
	0.10%
	87.43%
	0.10%
	34.97%
	0.10%

	Urban grid 15km/h (500ms)
	349.70%
	0.10%
	87.43%
	0.10%
	34.97%
	0.10%

	Urban grid 60km/h
	87.43%
	0.03%
	21.86%
	0.03%
	8.74%
	0.03%

	Freeway 70km/h
	213.78%
	0.06%
	53.45%
	0.06%
	21.38%
	0.06%

	Freeway 140km/h
	106.89%
	0.03%
	26.72%
	0.03%
	10.69%
	0.03%




Sequans
We evaluate the latency for SPS allocation, SR 1ms periodicity and SR with 10ms periodicity
following assumptions are taken:
· Wrap around model and traffic model are for Urban case 15kmh (eNB deployment case A.1.3-1, Traffic scenario 4), which result with maximum 175 UEs per cell
· Resource Allocation
· Aligned with RAN1 assumption we assume that the eNB is aware of the message order i.e. 1 300B message is followed by 4 190B messages. We then compute the average PRB allocation as follow
	Message size
	PRBs
	Average PRBs

	190B
	12
	14.6

	300B
	25
	


· At most, 50% (25PRbs) are allocated for periodic messages while the rest of the resources are reserved for other purpose e.g event triggered messages
· 12 SR opportunities are multiplexed per PUCCH resource
The Figure below shows the UL latency as a function of number of connected UEs while utilizing 50% of the available PRBs 
· [image: ]
In the following table we show the semi static resource allocation for SR opportunities (PUCCH format 1) for SR with 1ms periodicity and SR with 10ms periodicity

…
	Number of UEs
	SR 1ms periodicity (13ms Max Latency)
	SR 10ms periodicity (22ms Max Latency)

	12
	1
	<1

	50
	5
	<1

	100
	9
	1

	150
	13
	2

	175
	15
	2


PRB utilization for SR opportunities


Analysis on the handover impact on UL
LG
· Message loss caused by handover
Simulation setting in TR 36.839 is reused. To be specific, it is proposed to use the following setting in Table L.5 as the baseline. The example of this analysis is shown in [R2-156517] and the message drop rate can be calculated according to the following equation:
V2X Message Drop Rate =  ( NHOS ⅹ HOS% + NHOF ⅹ HOF% ) / NTOS
wherein NTOS is the number of generated V2V messages during ToS at a cell, NHOF is the number of dropped V2V messages due to handover failure, NHOS is the number of dropped V2V messages during successful handover, and HOF% is the handover failure rate in Table L.6 while HOS% is the handover success rate equal to (1 - HOF%). It is assumed in this equation that message drop occurs only due to handover and handover failures.
The result of our analysis is shown in Table L.7. It was assumed in our analysis that only 60% of messages are delivered and NHOS is set to 0.4 in [R2-156517]. However, uplink scheduling (e.g. SR or SPS) procedure consists of several steps of message transmission and reception. Hence, the actual number of dropped V2V messages (NHOS) during successful handover can be larger than 0.4 which can be dependent upon the scheduling schemes.
In the SR without BSR scheduling scheme, NHOS can be 0.49 considering the duration between SR request timing and UL data transmission timing. This value can be even larger for the SR with BSR scheduling scheme which consists of more procedures (i.e., UL grant for BSR, BSR transmission) than SR without BSR scheme. NHOS increases to 0.57 for the SR with BSR scheduling scheme. On the other hand, the procedure of SPS scheduling scheme is rather simple and the less interrupted by the HO execution time. Assuming the SPS activation has been occurred long before the HO execution, only the uplink SPS transmission would be affected by the HO execution time. Then NHOS can be 0.41 for SPS scheduling case. The interruption time due to connection re-establishment or a new connection establishment is set to 300 and 500 ms in which case NHOF is set to 3 and 5 respectively.
Table L2.5: Simulation assumptions for message loss caused by handover
	Items
	Description

	Qout [dB]
	-8

	Qin [dB]
	-6

	T310 [sec]
	1 (the default value in 36.311)

	N310
	1

	N311
	1

	TimeToTrigger [ms]
	40, 80, 160, 480

	a3-offset [dB]
	-1, 0, 1, 2, 3

	L3 filter parameter K
	4, 1, 0

	L1 to L3 period [ms]
	200

	Handover preparation (decision) delay [ms]
	50

	Handover execution time [ms]
	40

	measurement error modelling
	To obtain the 90% bound for +/- 2 dB, a normal distribution with deviation = 2 dB / (sqrt(2)*erfinv(0.9)) = 1.216 dB can be used (ref: TS36.133). The RSRP measurement error can be added before or after L1 filter as long as the error requirement mentioned above is met at the input of L3 filter.
For calibration purposes, there is no measurement error modelling with wideband CQI for radio link monitoring and HOF decision.



Table L2.6: Handover failures for vehicular UEs in V2X evaluation scenarios
	
	Urban case
	Freeway case (Option 1)
	Freeway case (Option 2)

	
	15km/h
	60km/h
	70km/h
	140km/h
	70km/h
	140km/h

	Successful HOs/UE/s
	0.041773
	0.12367
	0.070895
	0.098288
	0.119501
	0.183027

	HOFs/UE/s
	0.00036
	0.01196
	0.005343
	0.022492
	0.015439
	0.048807

	HO Failure 
Rate (%)
	0.854449
	8.81834
	7.00771
	18.622
	11.4416
	21.0526



Table L2.7: V2X message drop rate for V2V service in Scenario 2 with downlink broadcast 
(HO interruption = 40 ms, HOF interruption = 300 or 500 ms)

	
	Scheduling
	Urban case
	Freeway case (Option 1)
	Freeway case (Option 2)

	
	
	15km/h
	60km/h
	70km/h
	140km/h
	70km/h
	140km/h

	Message drop rate (%)
(HOF Interruption = 300 ms)
	SR w/o BSR
	0.22%
	0.96%
	0.51%
	1.16%
	1.05%
	2.36%

	
	SR w/ BSR
	0.25%
	1.06%
	0.56%
	1.23%
	1.14%
	2.51%

	
	SPS
	0.18%
	0.87%
	0.45%
	1.08%
	0.95%
	2.21%

	Message drop rate (%)
(HOF Interruption = 500 ms)
	SR w/o BSR
	0.22%
	1.20%
	0.61%
	1.61%
	1.36%
	3.34%

	
	SR w/ BSR
	0.26%
	1.30%
	0.67%
	1.68%
	1.45%
	3.48%

	
	SPS
	0.19%
	1.11%
	0.56%
	1.53%
	1.26%
	3.19%




Evaluation results for Scenario 3A
Analysis of DL MBSFN
LG
Table L3.1: Average PRR for Urban case with 60 km/h speed 
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160

	PC5 + MBSFN (100% DL resource) with the dynamic MCS adaptation
	0.910966
	0.93452
	0.931694
	0.922541
	0.908894
	0.883498
	0.846306
	0.793852

	PC5 + MBSFN (60% DL resource) with the dynamic MCS adaptation
	0.913695
	0.931514
	0.928686
	0.919277
	0.900383
	0.870797
	0.831395
	0.780195

	PC5 only (0% DL resource)
	0.908216
	0.915566
	0.900496
	0.861020
	0.830699
	0.761822
	0.679810
	0.584504



Analysis of DL SC-PTM
LG
Table L3.2: Average PRR for Urban case with 60 km/h speed 
	Distance from a TX UE (meter)
	0 – 20
	20 – 40
	40 – 60
	60 – 80
	80 – 100
	100 – 120
	120 – 140
	140 – 160

	PC5 + SC-PTM (100% DL resource) with the dynamic MCS adaptation
	0.910169
	0.930607
	0.923873
	0.91058
	0.891697
	0.859557
	0.811939
	0.754582

	PC5 only (0% DL resource)
	0.908216
	0.915566
	0.900496
	0.861020
	0.830699
	0.761822
	0.679810
	0.584504




Evaluation results for Scenario 3B
No input

Phase 3: Observation and conclusion from the submitted results (Deadline: 2016-02-04, 23:59 Pacific Time)
The following observations are finally proposed as conclusion of Phase 3 for UL capacity and HO analysis after email discussion among companies:
· Observation 1: Short SR/SPS periods (i.e. 1 and 10ms SR period, 10 and 40ms SPS period) significantly increase UL overhead for V2V, particularly in urban case with 15 km/h and in Freeway case with 70km/h where the number of vehicles is high. 
· Observation 2: The use of dynamic UL scheduling significantly increases DL control overhead for V2V, particularly in urban case with 15 km/h and in Freeway case with 70km/h where the number of vehicles is high.
· Observation 3: DL overhead caused by uplink SPS is negligible for V2V in all evaluation cases.
· Observation 4: Message drop rates increase for UEs with high speed due to high handover failure rates particularly in Freeway cases with 140 km/h, and consequently overall PRR performance is degraded.
· Observation 5: PUSCH capacity is not a bottleneck for Uu transport of V2V service.
For DL broadcast capacity, the evaluation results from companies diverged. Thus, we did not draw any observation on DL broadcast for the time being.
Summary of email discussion
Eight companies in total participated in this email discussion. 
The following plan is initially addressed in this email discussion:
· Three phases:
· Phase 1: Alignment of evaluation assumptions (Deadline: 2016-01-07, 23:59 Pacific Time)
· Phase 2: Submission of the evaluation results (Deadline: 2016-01-28, 23:59 Pacific Time)
· Phase 3: Observation and conclusion from the submitted results (Deadline: 2016-02-04, 23:59 Pacific Time)
· RAN2 focuses on the V2V capacity analysis of the existing LTE Uu interface in Scenario 2 & 3. 
· In RAN2#93, it is proposed to send a liaison in order to ask RAN1&3 to consider the result of this RAN2 email discussion in their work on Uu aspects.
The followings are addressed as conclusion of Phase 1:
· To use 10 Mhz as mandatory and 20 Mhz as optional for RAN2 evaluation in order to align our evaluation with RAN1’s evaluation and see a benefit of increased bandwidth
· To use PRR as a basic metric for RAN2 evaluation to order to align our evaluation with RAN1’s evaluation and see performance with the same view across WGs for different scenarios and transport mechanisms. (But, it is still open to additional optional metric that may be provided by other companies)
· Not to align evaluation assumptions for UL overhead analysis in Scenario 2 for the time being. Companies can provide their simulation results based on their own simulation platforms. But please indicate your assumption when you provide simulation results. We will discuss later how RAN2 will use companies’ evaluation for overall capacity analysis.
· To confirm that Scenario 3 is in the scope of this email discussion without aligning detailed evaluation assumptions (But, we understand that some companies may not provide their evaluation results of Scenario 3 during this email discussion.)
In Phase 2, four companies provided evaluation results for DL broadcast, three companies provided evaluation results for UL overhead, and one company provided evaluation results for handover failures and handover impact on uplink. 
Some observations are finally proposed as conclusion of Phase 3 for UL capacity and HO analysis after email discussion among companies. For DL broadcast capacity, the evaluation results from companies diverged. Thus, we did not draw any observation on DL broadcast for the time being.
Conclusion
In conclusion, it is proposed that RAN2 agree the following observations for the study on Uu transport of V2V service: 
For UL capacity and HO failures:
· Observation 1: Short SR/SPS periods (i.e. 1 and 10ms SR period, 10 and 40ms SPS period) significantly increase UL overhead for V2V, particularly in urban case with 15 km/h and in Freeway case with 70km/h where the number of vehicles is high. 
· Observation 2: The use of dynamic UL scheduling significantly increases DL control overhead for V2V, particularly in urban case with 15 km/h and in Freeway case with 70km/h where the number of vehicles is high.
· Observation 3: DL overhead caused by uplink SPS is negligible for V2V in all evaluation cases.
· Observation 4: Message drop rates increase for UEs with high speed due to high handover failure rates particularly in Freeway cases with 140 km/h, and consequently overall PRR performance is degraded.
· Observation 5: PUSCH capacity is not a bottleneck for Uu transport of V2V service.
For UL capacity and HO failures, we propose to capture evaluation results of UL overhead and HO failures and the observations above in the TR.
For DL broadcast capacity, the evaluation results from companies diverged. Thus, we did not draw any observation on DL broadcast for the time being. Considering that RAN1 already plans to discuss DL broadcast capacity based on RAN1 contributions from several companies, we propose that RAN2 focus on impacts from UL/HO analysis and other potential impact from DL broadcast until RAN1 draw observation/conclusion on DL broadcast capacity. 
· Proposal: RAN2 focus on potential impacts from UL/HO analysis and potential impacts from DL broadcast other than DL capacity until RAN1 draw observation/conclusion on DL broadcast capacity.
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