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1
Introduction
RAN2#92 reached the following agreements:
Agreements:

-
In stage 2 define LWA bearer as a generic term and introduce Split LWA bearer and Switched LWA bearer

-
Indicate an LWA bearer but no need differentiate between split LWA bearer and Switched LWA bearer to be included in the RRC configuration to the UE

-
Seperate Split LWA bearer and Switched LWA bearer capabilities can be indicated by the UE.





<…>

1
For UEs that support split bearer, L2 buffer size requirement will be per existing LTE UE category.

2
FFS on applicable L2 buffer size values; separate capability for split bearer and switched bearer; new LWA UE categories.

This contribution continues the discussion on open issues on UE capabilities for LWA.
2 
Discussion
2.1
Supported rate of DL PDCP SDUs 
Annex A of [1] captures the following:

In order to help the dimensioning of the UE design, values for the maximum number of DL PDCP SDUs per TTI from Table A-1 may be used.

As a general rule therein, the rate of SDUs is obtained from the maximum supported downlink bit rate by assuming roughly 6000 bits per SDU on average.

To not limit the throughput-gain potential from LWA, it seems desirable to support a case where the UE is served at its maximum supported bit rates both over the LTE radio (either within or outside LWA bearers) and over the WLAN radio. This requires a UE supporting LWA to support a rate of DL PDCP SDUs greater than that determined by the UE’s LTE category alone.

Proposal 1:
In addition to the maximum number of DL PDCP SDUs per TTI as currently required by the LTE UE category, a UE supporting LWA shall support a rate of DL PDCP SDUs equal to its maximum supported WLAN bit rate [bps] divided by 6000 [bits per PDCP SDU on average].
2.2
UE capability of Switched LWA bearers
The most notable requirements from a UE supporting Split (sic) LWA bearers are

· the reordering procedures specifically defined for the purpose of split-bearer operation at PDCP, and

· L2 buffers large enough for the PDCP reordering not to become a throughput-limiting factor.

We note that only the former is a strict requirement, i.e. split-bearer operation is possible even without an optimized L2 buffer size, albeit at a limited throughput. On the other hand, it appears that a UE capable of Switched but not Split LWA bearers need not support reordering at PDCP, as WLAN should deliver PDCP PDUs in order, and there seems to be no good case for PDCP retransmissions as part of continuous Switched-bearer operation (a packet loss at Xw indicates congestion and should therefore be passed to TCP). So the support of reordering at PDCP seems to characterize the difference between UE capabilities of Split and Switched LWA bearers.
However, it seems worthwhile to consider in detail, how the UE needs to handle PDCP reception when the Switched LWA bearer is reconfigured into a regular MCG bearer. When this happens, the WLAN MAC of the UE should flush any stored out-of-order SDUs. Accordingly, in the PDCP procedures without reordering we have the following branches:
-
if the PDCP PDU received by PDCP is not due to the re-establishment of lower layers:

-
deliver to upper layers in ascending order of the associated COUNT value: 

-
all stored PDCP SDU(s) with an associated COUNT value less than the COUNT value associated with the received PDCP SDU;

-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP SDU;
-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers;.
-
else if received PDCP SN = Last_Submitted_PDCP_RX_SN + 1 or received PDCP SN = Last_Submitted_PDCP_RX_SN – Maximum_PDCP_SN:

-
deliver to upper layers in ascending order of the associated COUNT value:

-
all stored PDCP SDU(s) with consecutively associated COUNT value(s) starting from the COUNT value associated with the received PDCP SDU;
-
set Last_Submitted_PDCP_RX_SN to the PDCP SN of the last PDCP SDU delivered to upper layers.
Thus, the UE PDCP needs to know which PDUs were flushed by the WLAN MAC, so that it knows to remain waiting for the PDCP retransmission of PDUs not received from WLAN.
Alternatively, also a UE supporting Switched but not Split LWA bearers needs to support the PDCP reordering procedures: for the duration of a Switched bearer the PDCP reordering timer would be configured with a zero expiry value, but at reconfiguration to MCG bearer the timer would be reconfigured with a long enough expiry time to allow the PDCP retransmissions.

But if also a UE supporting Switched but not Split LWA bearers needs to support the PDCP reordering procedures, that removes the only characteristic difference between UE capabilities of Split and Switched LWA bearers, determined above.

Proposal 2:
Accounting for PDCP handling at Switched-LWA to MCG bearer reconfiguration: either all UEs capable of LWA shall support Split LWA bearers (albeit at a throughput possibly limited by the UE’s L2 buffer size), or at a UE capable of Switched but not Split LWA bearers, PDCP shall know which PDUs were flushed by the WLAN MAC. RAN2 is requested to decide which way to go.
2.3
L2 buffer size 
The L2 buffer sizes of split-bearer capable UEs as specified in [1] were dimensioned using principles in [2]. One thing immediately apparent from those principles is that the L2 buffer size required from the UE depends, among other things, on how long latency the X2 interface (in our case, the Xw) can be assumed to have. In LTE dual-connectivity work, one of the underlying requirements was support for non-ideal backhaul between MeNB and SeNB with latency up to 30ms. So far there seems to have been no discussion on whether the work on LWA is also subject to this same requirement.

Proposal 3:
For the purpose of UE’s L2 buffer-size dimensioning, RAN2 needs to discuss whether LWA, like LTE dual connectivity, is subject to the requirement of supporting Xw latencies up to 30ms.

What follows is an attempt to translate the analysis from section 2 in [2] to the context of split LWA bearers. Considering the discussion in the previous section, this section focuses specifically on a UE L2 buffer size that does not become a throughput bottleneck in the operation of a split LWA bearer.
Case (extreme) 1: near-instant data reception over LTE branch, delay over WLAN branch dominates. When considering split-LWA-bearer operation, its maximum DL data rate must be decomposed into: 

A. MaxLTEDLDataRate transmitted directly by the eNB

· This bit-stream component must be buffered by the UE PDCP until it is combined/reordered with the data transmitted via the WT. The buffering delay at UE applicable to this component consists of:
1. Xw delay;

2. TX-queueing delay within WLAN;

· As proposed in [2], the LTE dual-connectivity counterpart for the sum of the above was assumed 130ms in [1]. In absence of other reference figures e.g. for Xw latency, we assume the same in this context.

3. Possible delay from WLAN MAC retransmissions. Compared to the 130ms assumed in the previous, we assume this delay to be negligible.
(While this bit-stream component can naturally also be subject to RLC reordering for the duration of the local RLC RTT at the eNB (assumed as 75ms in [1]), the sum of the above three factors dominates, i.e. by the time data received via WT allows delivering data received from eNB to upper layers, the reordering of the latter by the LTE RLC is assumed to be completed.)

B.  MaxWLANDLDataRate transmitted via the WT
· We assume any reception buffer internal to WLAN MAC to be out of scope of LTE specifications and hence of this analysis. By section 9.21.4 of [3], “The recipient shall pass MSDUs and A-MSDUs up to the next MAC process in order of increasing sequence number”, meaning that there is no buffering requirement implied to PDCP from this bit-stream component. However, at the end of this section we discuss the connection between the UE’s WLAN-MAC and LTE-L2 buffer sizes further.
Taking also into account the buffering need from uplink transmissions which we assume to take place solely over the LTE radio, the above would result in a buffering need of

MaxULDataRate * RLCRoundTripTime + MaxLTEDLDataRate * (Xwdelay + WLANTXQueueDelay).

We note that under this Case 1, where the WLAN branch of the bearer is the one with the longer delay, this buffering need is independent of the WLAN-branch bit rate.
Case (extreme) 2: near-instant data reception over WLAN branch, delay over LTE branch dominates. Again, decomposing the maximum DL data rate of the split LWA bearer:

A. MaxLTEDLDataRate transmitted directly by the eNB

· For this bit-stream component, only the RLC-reordering buffering for the duration of the assumed RLC RoundTripTime applies.
B. MaxWLANDLDataRate transmitted via the WT

· This bit-stream component must be buffered by the UE PDCP until it is combined/reordered with the data transmitted directly by the eNB. Assuming that the eNB is able to well minimize its own transmission buffers below the data split, the buffering delay at UE applicable to this component consists solely of the RLC reordering delay applicable to the LTE branch, equal to the RLC RoundTripTime.
· By the assumption of Case 2, we assume a possible delay to recover a NACKed MAC SDU to fit within the RLC RoundTripTime, i.e. that this factor does not imply an additional buffering need in this case.
The resulting buffering need in this case would thus be


RLCRoundTripTime * (MaxULDataRate + MaxLTEDLDataRate + MaxWLANDLDataRate).

Assuming the traditionally used 75ms RLC RTT and (Xwdelay + WLANTXQueueDelay) = 130ms in analogy with [2], the buffering need from Case 2 is greater than from Case 1 when MaxWLANDLDataRate is greater than
11/15 * MaxLTEDLDataRate, which may well be the case in practice.

Again, we think a case where the LTE branch of a split LWA bearer is running at the maximum LTE bit rate supported by the UE needs to be supported. Accordingly, the above MaxULDataRate and MaxLTEDLDataRate should be taken as those defined by the LTE UE (UL and DL, where applicable) category. 
To get some proportion for the requirements derived under Case 1 above (which, being independent of the WLAN-branch it rate, are easier to present), assuming as above the 75ms RLC RTT and (Xwdelay + WLANTXQueueDelay) = 130ms unless explicitly stated otherwise, Table 1 below shows the following information beside numbers currently specified for split-bearer capable UEs in [1]: 
· Column E shows the L2 buffer-size requirement as derived under Case 1 above and under the numerical assumptions listed above;

· With otherwise the same numerical assumptions as in column E, column F shows the allowed Xw delay assuming the L2 buffer sizes currently specified;
· With otherwise the same numerical assumptions as in column E, column G shows the implied upper limit to the DL bits per TTI that can be continuously supported, assuming 30ms Xw delay, the L2 buffer sizes currently specified, and that the maximum UL bit rate as defined by the UE category is continuously supported.
The figures in Table 1 that imply additional restrictions to current assumptions are highlighted.
Proposal 4:
Based on the analysis in this contribution, RAN2 decide whether UEs supporting Split LWA bearers (in a throughput-optimized manner from L2-buffer viewpoint) should support larger L2 buffer sizes than those currently specified for split-bearer capable UEs.
Table 1: Comparison with current L2-buffer-size dimensioning

	A)
UE DL Category
	B)
Maximum number of DL-SCH transport block bits received within a TTI
	C)
UE UL Category
	D)
[Total layer 2 buffer size [bytes]] With support for split bearers
	E)
From Case 1 above:
required L2 buffer with support for split LWA bearers 
	F)
From Case 1 above:
Allowed Xw delay [ms] assuming currently specified L2 buffer (column D)
	G)
From Case 1 above:
Upper limit imposed to continuously supported DL bits per TTI (column B) assuming 30ms Xw delay and currently specified L2 buffer (column D)

	DL Category 0
	1000
	DL Category 0
	N/A
	
	
	

	DL Category 6
	301504
	UL Category 5
	6 000 000
	5 600 000
	40
	325 745

	DL Category 7
	301504
	UL Category 13
	6 700 000
	6 300 000
	40
	325 335

	DL Category 9
	452256
	UL Category 5
	7 400 000
	8 100 000
	18
	411 898

	DL Category 10
	452256
	UL Category 13
	8 100 000
	8 800 000
	18
	411 489

	DL Category 11
	603008
	UL Category 5
	11 300 000
	10 500 000
	41
	651 898

	DL Category 12
	603008
	UL Category 13
	12 000 000
	11 200 000
	40
	651 489

	DL Category 13
	391632
	UL Category 3
	7 300 000
	6 800 000
	39
	419 794

	DL Category 13
	391632
	UL Category 5
	7 600 000
	7 100 000
	41
	424 206

	DL Category 13
	391632
	UL Category 7
	7 800 000
	7 300 000
	40
	421 126

	DL Category 13
	391632
	UL Category 13
	8 300 000
	7 800 000
	41
	423 797

	DL Category 14
	3916560
	UL Category 8
	76 200 000
	77 700 000
	27
	3 825 138

	DL Category 15
	798800
	UL Category 3
	13 000 000
	13 500 000
	25
	770 563

	DL Category 15
	798800
	UL Category 5
	13 400 000
	13 700 000
	27
	781 129

	DL Category 15
	798800
	UL Category 7
	13 600 000
	13 900 000
	27
	778 049

	DL Category 15
	798800
	UL Category 13
	14 100 000
	14 400 000
	27
	780 720

	DL Category 16
	1051360
	UL Category 3
	17 000 000
	17 600 000
	26
	1 016 717

	DL Category 16
	1051360
	UL Category 5
	17 400 000
	17 800 000
	27
	1 027 283

	DL Category 16
	1051360
	UL Category 7
	17 600 000
	18 000 000
	27
	1 024 203

	DL Category 16
	1051360
	UL Category 13
	18 100 000
	18 500 000
	27
	1 026 874


Above, we dismissed “any reception buffer internal to WLAN MAC to be out of scope of LTE specifications and hence of this analysis.” However, as already touched in the previous section, these two are bound together at an LWA->MCG bearer reconfiguration, which is when the UE’s WLAN MAC should flush any stored out-of-order PDCP PDUs to PDCP’s reception buffer. Right before this happens, the UE’s L2 buffer can be occupied by the other components covered in the analysis above.
What makes any exact analysis of this factor difficult is that in WLAN, dimensioning of the UE’s MAC reception buffer is left fully up to implementation. So we propose the following.

Proposal 5:
In addition to requirements otherwise specified, the L2 buffer of an LWA-capable UE shall accommodate PDCP PDUs flushed by WLAN MAC at LWA->MCG bearer reconfiguration.
3   Conclusions
In this document we discussed UE capabilities for LWA and propose the following:

Proposal 1:
In addition to the maximum number of DL PDCP SDUs per TTI as currently required by the LTE UE category, a UE supporting LWA shall support a rate of DL PDCP SDUs equal to its maximum supported WLAN bit rate [bps] divided by 6000 [bits per PDCP SDU].

Proposal 2:
Accounting for PDCP handling at Switched-LWA to MCG bearer reconfiguration: either all UEs capable of LWA shall support Split LWA bearers (albeit at a throughput possibly limited by the UE’s L2 buffer size), or at a UE capable of Switched but not Split LWA bearers, PDCP shall know which PDUs were flushed by the WLAN MAC. RAN2 is requested to decide which way to go.
Proposal 3:
For the purpose of UE’s L2 buffer-size dimensioning, RAN2 needs to discuss whether LWA, like LTE dual connectivity, is subject to the requirement of supporting Xw latencies up to 30ms.

Proposal 4:
Based on the analysis in this contribution, RAN2 decide whether UEs supporting Split LWA bearers (in a throughput-optimized manner from L2-buffer viewpoint) should support larger L2 buffer sizes than those currently specified for split-bearer capable UEs.

Proposal 5:
In addition to requirements otherwise specified, the L2 buffer of an LWA-capable UE shall accommodate PDCP PDUs flushed by WLAN MAC at LWA->MCG bearer reconfiguration.
Below, we provide a text proposal representing one possible outcome.
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4.2.5
Total layer 2 buffer size

This parameter defines the total layer 2 buffer size. The total layer 2 buffer size is defined as the sum of the number of bytes that the UE is capable of storing in the RLC transmission windows and RLC reception and reordering windows for all radio bearers, and for UEs capable of split bearers, also in PDCP reordering windows for all split radio bearers.
In addition to requirements otherwise specified, the layer 2 buffer size of an LWA-capable UE shall accommodate PDCP PDUs flushed by WLAN MAC at LWA->MCG bearer reconfiguration. The buffer size specified for UEs with support for split bearers also applies to UEs supporting throughput-optimized split LWA bearers.
[…]
Annex A (informative):
Guideline on maximum number of DL PDCP SDUs per TTI

In order to help the dimensioning of the UE design, values for the maximum number of DL PDCP SDUs per TTI from Table A-1 may be used.

Note:
Due to the need for the network buffer data for efficient scheduling, values for Category 1 and 2 are same. It is not expected that category 1 UE has to sustain the same rate of PDCP SDUs per TTI as category 2 for prolonged period of time.
For LWA-capable UEs, an additional rate of DL PDCP SDUs applies, equal to the UE’s maximum supported WLAN bit rate [bps] divided by 6000 [bits per PDCP SDU].
Table A-1: Maximum values for DL PDCP SDUs per TTI

	UE Category / ue-CategoryDL
	Maximum number of PDCP SDUs per TTI

	Category 1
	10

	Category 2
	10

	Category 3
	20

	Category 4
	30

	Category 5
	50

	Category 6 / 

DL Category 6
	50

	Category 7 / 

DL Category 7
	50

	Category 9 / 

DL Category 9
	80

	Category 10 / 

DL Category 10
	80

	Category 11 / 

DL Category 11
	100

	Category 12 / 

DL Category 12
	100

	DL Category 13
	65

	DL Category 15
	130

	DL Category 16
	180


	End of text proposal 


