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1 Introduction
In previous RAN2 meetings, there has been a lot of discussion about RLC-AM and its associated optimisations for NB-IoT.  The following is a summary of the working assumptions and agreements from RAN2 NB-IoT Adhoc meeting:

· STATUS PDU is triggered in response to a poll bit, and poll bit is set only in case of the last PDU in the transmission buffer (FFS if we consider also PDCP enhancements to ensure that this PDU really is the last PDU in the UE buffer).
· STATUS PDU is triggered in response to missing PDU detection.
· LTE SR triggers pollPDU, pollBYTE are not supported, t-StatusProhibit FFS.
· t-PollRetransmit is supported,
· Required buffer size need to be determined, value FFS. At next meeting we attempt to agree to a number. 
· maxRetxThreshold is supported.
2 Discussion
2.1 RLC SDU Size

The RLC SDUs that are transmitted are provided by higher layers (ie PDCP) to RLC.  It is useful to consider the maximum size of RLC SDU that will be sent by RLC AM, as this can have an impact on RLC buffering, transmissions of STATUS PDUs and the general operation of the system.

The expected traffic flow for NB-IoT is 1, or a small number of RLC SDUs, to be transferred during RRC Connected.  It is likely there is a “ping pong” traffic flow, ie a RLC SDU is send in response to previous RLC SDU. Other traffic flows include a limited number of “back to back” RLC SDUs. It is not expected that a large amount of data will be transferred and it is not expected that every RLC SDU will be the maximum possible size.

It is expected that the largest RLC SDU will be a single IP packet of [1500] octets, including PDCP headers. There may be more than 1 IP packet transferred, but each IP packet will be encapsulated in their own RLC SDU.

Observation 1: The maximum RLC SDU size is [1500] octets.

2.2 Window Stalling

RLC contains a mechanism to prevent “window stalling” in the case a SN falls outside the following window: VT(A) <= SN < VT(MS). To prevent the stall the transmitting entity sets the poll bit if no new data can be transmitted because of window stalling.

Proposal 1: The existing RLC-AM procedure to prevent “window stalling” is maintained.
2.3 RLC Buffer Size

In NB-IoT the amount of RLC STATUS PDUs transmitted should be reduced as much as possible, however this needs to be balanced against the buffering requirements. As previously mentioned the typical traffic flow is expected to be a limited number of RLC PDUs.

Currently RLC AM includes rules to poll in the case when there is no more data available to transmit.  In a single RLC SDU scenario this will result in a poll, and therefore a STATUS PDU for each RLC SDU. 

The RLC buffer size needs to be balanced against the requirement to poll too often, compared with it being desirable to transfer at least 1 RLC SDU without a poll and the maximum size of the RLC SDU.  Therefore a reasonable balance seems to be a single maximum RLC SDU of [1500] octets.

Proposal 2: The RLC Buffer Size for a single direction is the maximum expected RLC SDU size (ie [1500] octets).
2.4 RLC-AM Window Size

Currently in 36.322[1] the AM_Window_Size is set to 512 and the SN used within AMD PDU and AMD PDU Segment is 10 bits.  A SN of 10 bits gives a maximum range of 1024, or twice AM_Window_Size.

In order to prevent too much data being transferred without an RLC AM poll the AM_Window_Size should be limited.

The current maximum TBS size and maximum RLC SDU are not fully known which makes it impossible to calculate the exact number, however we can provide a simple baseline for how to define the final AM_Window_Size once everything is known.

The AM_Window_Size should be the maximum RLC SDU size divided by the maximum TBS size, taking into account the MAC / RLC headers for each AMD PDU.

If we use the example of a 520 bits (65 octets) TBS, and 1500 octets, the AM_Window_Size would be 24, which is then rounded up to the next power of 2 making it 32.

Proposal 3: The AM_Window_Size is set to maximum RLC SDU size divided by the maximum TBS size, taking into account the RLC/MAC headers on each AMD PDU rounded up to the next power of 2 (ie 24/32 for a 520 bit maximum TBS and 1500 octet RLC SDU).
2.5 RLC AM SN Size

Currently the range of RLC AM SN is twice the AM_Window_Size. At least the relationship between the size of SN and AM_Window_Size should be maintained, ie AM_Window_Size should be at most ½ of the RLC AM SN range.

All the AMD PDU and AMD PDU Segment format have a fixed part 2 octet header optionally followed by an extension part header.
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Figure 1 AMD PDU (length of LI field is 11 bits) (No LI)
Figure 1 shows the existing AMD PDU when there is no LI field. It can be seen that an SN of 10 bits allows the Data field to be octet aligned starting at octet 3.

There are variants of the AMD PDU which can contain multiple data elements.  In these cases the E field and LI fields are a total of 12 bits, and combined with some padding in the odd number of Data elements cases, also ensure that the Data field is octet aligned.

There appears to be no benefit in changing the size of the “fixed part” AMD PDU headers as it will not lead to any changes to the overall size of the AMD PDU or AMD PDU Segment formats and we should maintain the 8 bit alignment.
Proposal 4: The existing principle that the “fixed part” of AMD PDU and AMD PDU Segment header should a multiple of 8 bits to maintain octet alignment for fields follow it is maintained.

If the AM_Window_Size is changed to 24/32 then the SN needs to be handle at least the range 0..47/63, which means that the SN must be at least 6 bits.

It may be possible to reduce the size of the SN from 10 bits to 6 bits and convert the unused bits to “reserved for future use”, allowing extensions which may  have benefit in the future.

Proposal 5: RAN2 to discuss and confirm the AMD PDU and AMD PDU Segment format SN size of 6 to 10 bits.

2.6 STATUS PDU reporting of missing RLC PDUs

At the RAN2 NB-IoT Ad-doc meeting in January 2016 the following agreement was made:

· STATUS PDU is triggered in response to missing PDU detection. 
For STATUS PDUs transmitted to the NB-IoT UE by the eNB, the eNB can schedule the resources to transmit the STATUS PDU in the case it detects a missing PDU.

In the case of the UE failing to receive a single RLC AMD PDU and if the eNB is not providing the UE with UL resources, the UE will have to request resources using RACH to transmit the STATUS PDU, which is an expensive operation in terms of power and latency..

Observation 2: Transmitting STATUS PDU from the UE is an expensive operation when no UL resources are provided.
With the reduction of the AM_Window_Size RLC-AM will request a STATUS PDU from its peer after 24/32 RLC PDUs have been transmitted without a STATUS PDU or when there is no further traffic pending to be transmitted.  With this in mind the cost to a UE to request resources to transmit a STATUS PDU when a missing PDU is detected are not desirable.  The existing STATUS PDU allows reporting of multiple missing RLC AMD PDUs, which in the case of multiple errors will be more efficient.  

Proposal 6: The UE waits to be polled before reporting missing PDUs.
When the UE is polled for a STATUS PDU it is expected that the eNB should schedule UL resources without the UE having to request resources using RACH. There should be no other circumstances for the UE to transmit the STATUS PDU, therefore the UE never has to request resources just to transmit a RLC STATUS PDU. It is understood that we cannot mandate eNB scheduling behaviour, however it is beneficial for both UE power consumption and RACH capacity if the eNB can provide the UL resources without the UE requesting them for STATUS PDU transmission.
Proposal 7: The UE does not request uplink resources only to transmit a STATUS PDU, it waits for the eNB to provide a UL grant after setting the poll bit.

2.7 Use of RLC AM for UL traffic
In [2] it was identified that RLC AM is not required if the HARQ residual error rate can be made arbitrarily small by the eNB, giving the eNB high confidence that the UL traffic from the UE has been received correctly.  The ability of the eNB to make the HARQ residual error rate arbitrarily small applies to all traffic transferred over all bearers (ie SRB and DRB), whatever that traffic is (signalling or data), as it acting at the MAC level.

When RLC-AM is removed and the reliable acknowledgements are done at the MAC layer it removes the need for any buffering associated with it as nothing will be retransmitted at the RLC layer or nothing will be received out of order at the RLC layer.

So as well as saving the power for the scheduling of RLC STATUS PDUs, the transmission of STATUS PDUs, and the associated HARQ transmissions for them, it will also cut the UE buffering requirements, as they are only required in a single direction.

Proposal 8: RLC UM is used for UL traffic, to reduce power consumption and buffering requirements.
There are also second order effects of removing RLC-AM which can also lead to further power saving.  If RLC-AM is not used then it does not need to be configured, therefore saving configuration data being transferred to the UE.

3 Conclusion

In this contribution we look at various aspects to optimised RLC for NB-IoT and made the following observations:

Observation 1: The maximum RLC SDU size is [1500] octets.

Observation 2: Transmitting STATUS PDU from the UE is an expensive operation when now UL resources are provided.
And the following proposals:

Proposal 1: The existing RLC-AM procedure to prevent “window stalling” is maintained.
Proposal 2: The RLC Buffer Size for a single direction is the maximum expected RLC SDU size (ie [1500] octets).

Proposal 3: The AM_Window_Size is set to maximum RLC SDU size divided by the maximum TBS size, taking into account the RLC/MAC headers on each AMD PDU rounded up to the next power of 2. (ie 24/32 for a 520 bit maximum TBS and 1500 octet RLC SDU).

Proposal 4: The existing principle that the “fixed part” of AMD PDU and AMD PDU Segment header should a multiple of 8 bits to maintain octet alignment for fields follow it is maintained.

Proposal 5: RAN2 to discuss and confirm the AMD PDU and AMD PDU Segment format SN size of [6…10] bits.

Proposal 6: The UE waits to be polled before reporting missing PDUs.
Proposal 7: The UE does not request uplink resources only to transmit a STATUS PDU, it waits for the eNB to provide a UL grant after setting the poll bit.
Proposal 8: RLC UM is used for UL traffic, to reduce power consumption and buffering requirements.
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