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1 Introduction
In the last RAN2 #92 meeting, RAN2 made the assumption that we keep RLC-AM but we attempt to address the concerns of power consumption, number of transmissions and complexity. 

In the last NB-IOT adhoc meeting, some agreements to simplify RLC operation were made. However it is still FFS on RLC buffer and RLC AM SN/Window size. As a continuation, in this contribution, we discuss the reduction of layer 2 buffer size, AM_window_size and the enhancement of RLC status PDU reporting.  
2 RLC buffer size 
One concern in supporting RLC_AM for NB-IOT is the memory size. In both transmission and reception, the buffer is required to recover the failed RLC PDU through retransmission. Therefore, total layer 2 buffer size is defined as the sum of the number of bytes that the UE is capable of storing in the RLC transmission windows and RLC reception windows.
In case of CAT 0 and CAT M1, layer 2 buffer size is defined as 20 kbytes, which was derived as follows. 
Layer 2 buffer size = maximum downlink data rate (1000 bits) * 75ms + maximum uplink data rate (1000bits) * 75 ms = 18750 bytes => ~20 000bytes
For NB-IOT, we could assume the same buffer size as CAT0/CAT M1 if the similar peak data rate (1000bits) is supported for NB-IOT. However, there are some different aspects compared to CAT 0 or CAT M1. 
· During the NB-IOT study item, the maximum data size is assumed to be 2000bytes for software upgrade once per 150days, while 20~200bytes is assumed for MAR except reporting/periodic reporting/network command which is more frequent use case. Even in worst case (e.g. most of RLC PDUs are stuck in the buffer), it will be a rare case to actually use 20kbytes of layer 2 buffer because the maximum packet size assumed in NB-IOT is up to 2kbytes.  Therefore, the required memory size would be over-dimensioned unnecessarily if the same layer 2 buffer size is defined for NB-IOT.

· In NB-IOT, the number of HARQ process is decided as 1 compared to CAT 0/M1 which has 8 HARQ processes. Basically, RLC buffer size is decided based on how many RLC PDUs can be transmitted before the RLC detects the failed RLC PDU i.e. RLC round trip time. In current LTE, it is assumed to be 75ms which means that the receiver may receive up to 75 RLC PDUs before it detects the failed RLC PDU. This is a valid assumption in case of multiple HARQ operation where multiple RLC PDUs can be transmitted in parallel and the receiver also needs to wait for reordering time to detect the failure of RLC PDU. The transmitter keep sending other RLC PDUs until it is acknowledged by the receiver. However, in NB-IOT, since only one HARQ process is supported, the receiver does not receive multiple RLC PDUs in parallel and it can send RLC status PDU immediately when reception failure of RLC data PDU is detected. Therefore, only a few number of RLC PDUs can be delivered when the failed PDU is detected by the transmitter. Although the actual number of RLC PDUs in this case is dependent on the scheduling and delay, it is unlikely that the number of RLC PDUs in the buffer becomes up to 75. 

Observation 1: Layer 2 buffer size for NB-IOT can be smaller than CAT 0/CAT M1 layer 2 buffer size considering HARQ operation and the expected traffic model. 
The following table shows the potential layer 2 buffer size with respect to the number of RLC PDUs assuming the maximum data size is 1000bits. That is, layer 2 buffer size = maximum downlink data rate (1000 bits) * # of RLC PDUs + maximum uplink data rate (1000bits) * # of RLC PDUs. 
	# of RLC PDUs
	Layer 2 buffer size (bytes)

	16
	4000

	32
	8000


Proposal 1: RAN2 discuss whether either 4 kbytes or 8kbytes can be defined for layer 2 buffer size for NB-IOT. 
3 RLC AM window size  

RLC AM_window_size is used by both the transmitting side and the receiving side of each AM RLC entity to calculate the transmitting window and the receiving window defined by VT(MS) from VT(A), and VR(MR) from VR(R). The transmitter sends RLC PDUs within the transmitting window only and the receiver can process RLC PDUs within the receiving window only. And, AM_window_size affects the memory size for transmission/retransmission buffer and for receiving buffer. For example, if we assume 1000 bits for the maximum RLC PDU, the buffer size to support AM_window_size =512 should be 64 kbytes. However, given that the layer 2 buffer size is defined in UE category, the UE is not required to support the larger buffer size to support AM_window_size with the maximum data size.  
Observation 2: transmitter buffer and receiver buffer in RLC-AM are limited by the layer 2 buffer size defined in the UE category instead of RLC AM window size.
Although RLC AM_window_size does not dimension the buffer size, it is still an important parameter in handling of transmitting and receiving buffer in RLC-AM. Therefore, it is worthwhile to discuss if RLC AM_window_size can be also reduced. In the current LTE, window size was determined mainly based on the RLC SN size i.e. window size is half of RLC SN size. In case of RLC AM, AM_widow_size is defined as 512 based on RLC SN size =10bits. In NB-IOT, although PDCP size is assumed as 7 bits (or less), RLC SN size is yet to be discussed. 

RLC SN size and AM_window_size should be decided based on how many RLC PDU can be transmitted on the fly before the RLC detects the failed RLC PDU. As discussed in Section 2, it is unlikely that the number of RLC PDUs in the buffer can be up to 512 in NB-IOT. 

Observation 3: it does not seem necessary to keep RLC SN size and AM_window size same as LTE considering HARQ operation and the expected traffic model.
However, the side effect of reducing RLC AM_window_size is the increase of RLC status PDU. Although the packet data for NB-IOT is expected to be small, multiple RLC PDUs with the segmentation needs to be transmitted in case of the poor channel situation. If RLC AM_window_size is too small, RLC status PDU needs to be transmitted to update the transmitter buffer. In order to estimate the number of RLC PDUs per one packet data, the practical TBS in the poor channel situation would be a key information. 
Observation 4: small AM_window size may increase RLC status PDU signalling overhead. 
Proposal 2: RAN2 takes into account the tradeoff between the RLC status signaling overhead and complexity in determining RLC SN size and RLC AM_window_size. 
4 Conclusion
In this contribution, we discuss the reduction of layer 2 buffer size, AM_window_size and the enhancement of RLC status PDU reporting. Based on the discussion, we propose the following points.   
Observation 1: Layer 2 buffer size for NB-IOT can be smaller than CAT 0/CAT M1 layer 2 buffer size considering HARQ operation and the expected traffic model. 


 REF pro1 \h 

Proposal 1: RAN2 discuss whether either 4 kbytes or 8kbytes can be defined for layer 2 buffer size for NB-IOT. 
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Observation 2: transmitter buffer and receiver buffer in RLC-AM are limited by the layer 2 buffer size defined in the UE category instead of RLC AM window size.
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Observation 3: it does not seem necessary to keep RLC SN size and AM_window size same as LTE considering HARQ operation and the expected traffic model.
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Observation 4: small AM_window size may increase RLC status PDU signalling overhead. 
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Proposal 2: RAN2 takes into account the tradeoff between the RLC status signaling overhead and complexity in determining RLC SN size and RLC AM_window_size. 
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