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1. Introduction

One of the objectives of the SI on “Latency Reduction Techniques for LTE’ [1] is to study “TTI shortening and reduced processing times” and RAN2 was tasked with identifying “potential gains like reduced response time and improved TCP throughput due to latency improvements” while assuming “latency reductions due to protocol enhancements as well as shortened TTIs”.
In this contribution, we discuss the TCP throughput improvements provided by shorter TTI lengths. In particular, we consider the slow-start phase of TCP and provide simulation results.
2. Discussion
The current LTE TTI is 1ms and composed of two 0.5ms slots with seven symbols (in case of normal CP length) per slot. In selection of a new shorter TTI, keeping the necessary work, backwards compatibility and co-existence in mind, it should be chosen as a multiple of the symbol length. Therefore, here we assume that the shortest TTI possible is one symbol. In addition, TTI lengths of 2 symbols and 0.5ms are considered and compared to the current 1ms. 

For the shorter TTIs, we will assume that processing and feedback (HARQ, CSI) times are scaled with TTI duration; for example the HARQ feedback is always after four TTIs. This is based on the RAN2#90 agreement that [1] “We assume that the UE and eNB processing time (HARQ RTT) scales with the TTI duration”.
It was shown in previous contributions that shorter TTIs can improve TCP performance [2]. These were shown for both stead-state and slow-start phases. In particular, [3l] showed that the reduction of RTT due to smaller TTIs reduces the TCP slow-start ramp-up time.  This translates to higher burst throughputs as well as reduced latency. It was also shown that shorter TTIs can improve MAC layer efficiency via faster feedback [4] which also improve the performance of upper layer transmissions.
In these simulations, we considered a Poisson arrival traffic transmitted from a server to a UE for which each packet (burst) arrival causes a new TCP connection between the server and the UE. Thus, the slow-start phase is repeated for each packet. The modeling of TCP slow start was based on a simplified version described in [5]. Since the HARQ transmission continues until successful delivery, no packet loss happens at MAC layer and thus no congestion control also happens at TCP layer. As it was assumed that TCP window was large enough, all TCP transmissions happen during slow-start in the simulations.

The downlink delay is modeled accurately incorporating HARQ transmissions while a fixed delay was assumed for uplink transmission of TCP ACKs. The backhaul delay between the server and the eNB is assumed to be zero.
Two configurations for data arrival are considered: Packet sizes of 100Kbits and 1Mbits with inter-arrival times of 0.1s, 1s respectively.  The burst delay comparison for different TTIs are shown in Figure 1 for 100Kbit and Figure 2 for 1Mbit packet size. A table comparing the median delays from these graphs are also shown in Table 1. 
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Figure 1 Burst Delay Comparison using different TTI lengths for Burst Size = 100 Kbits
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Figure 2 Burst Delay Comparison using different TTI lengths for Burst Size = 1 Mbits
It is seen from the graphs that shorter TTIs improve burst delays significantly, especially for 1 and 2 symbol TTIs. The gains are slightly smaller for the larger burst size since transmissions at the steady-state data rate due to physical layer limitations have a larger share. For the same reasons, the gap between 1 and 2 symbol TTI is smaller for the larger burst size.
	
	Poisson traffic with 100kb/0.1s
	Poisson traffic with 1Mb/1s

	
	Median Delay (s)
	 x
	Median Delay
	x

	LTE
	0.0550
	1.00
	0.1150
	1.00

	ULL (1-LTE-Slot)
	0.0265
	0.48
	0.0580
	0.50

	ULL (2-OFDM-Symbol)
	0.0089
	0.16
	0.0227
	0.20

	ULL(1-OFDM-Symbol)
	0.0050
	0.09
	0.0185
	0.16


3. Conclusions and Proposals
In this contribution, we showed TCP throughput improvements provided by shorter TTIs when TCP transmissions happen during the slow-start phase. It is proposed to capture these in the Study Item TR:
Proposal 1: The performance gains for TCP throughput with shorter TTIs should be captured in the TR.
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Annex

Simulation Assumptions for Faster Rate Control:

· 3GPP D1 Configuration:
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· 1 channel of 10 MHz

· 10 UEs are dropped randomly in each cell, 3 cells per site, 7 sites.

· TU3 channel model
· Poisson arrivals with 
· Case 1: inter arrival time = 0.1/sec, PktSize=100kbits

· Case 2: inter arrival time = 1/sec, PktSize=1Mbits
· TTI lengths: 1 symbol, 2 symbol, 0.5ms, and 1ms

· HARQ ACK/NAK Delay = 4*TTI

· CQI Feedback Cycle = 5*TTI 

· Target BLER after first HARQ attempt = 10% 

· Overhead = 34% (same for all TTI lengths)

· Uplink Delay = 16 TTIs

· Core Network Delay (between server and eNB) = 0
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