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1 Introduction

In RAN2#89bis the LTE-WLAN aggregation was discussed for the first time. The agreements and notes were captured in a running CR [2]. We copy here the user plane related agreements and notes for convenience.
E-UTRAN supports LTE/WLAN aggregation operation whereby a UE in RRC_CONNECTED is configured to utilize radio resources of LTE and WLAN.

In LTE/WLAN aggregation, downlink PDCP PDUs are generated by the eNB PDCP entity and transferred to the UE via LTE RLC/MAC and/or WLAN 

NOTE: Adaptation layer, tunnelling and interface between eNB, WLAN function and UE are FFS.

LTE/WLAN aggregation supports collocated and non-collocated scenarios. In the non-collocated scenario, the eNB is connected to a “WLAN logical node” (WLN). In both collocated and non-collocated cases, the only needed interfaces to the Core Network are S1-U and S1-MME which are terminated at the eNB.

For split bearers, a flow control mechanism is defined for the eNB to determine the amount of data to route towards the WLN.

NOTE: It is FFS whether the flow control feedback is provided by the WLN or by the UE.

For non-split bearers, at least a feedback mechanism is defined for the eNB to avoid that more than half the PDCP sequence number space is brought in flight.

NOTE: It is FFS whether this is provided by a flow control mechanism from the WLN or by the UE.

In LTE/WLAN aggregation, the UE may be configured with multiple bearers utilizing WLAN. Aggregation defines a mechanism without WLAN MAC specification impact allowing the UE to differentiate PDCP PDUs which belong to different bearers.

This contribution discusses the LTE-WLAN aggregation user plane aspects.
2 Architecture and protocol aspects
2.1 Overview of protocols

As per WID objectives [1], the protocol architecture for LTE-WLAN aggregation should be based on Release-12 LTE Dual Connectivity solutions 2C and 3C. Figure 1 shows the architecture option 3C as envisaged in the WID. The option 3C resembles the Rel-12 dual connectivity split bearer architecture, where the node terminating WLAN assumes the role of the secondary eNB. In the option 2C, which is also mentioned in the WID and is implicitly included in the figure, there would be no split/aggregation at the PDCP layer, i.e. data would be always routed via WLAN. Further, for both options, an adaptation layer is needed in order to adapt PDCP packets to be transported by WLAN. The adaptation layer is not present in dual connectivity. 
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Figure 1: LTE-WLAN aggregation architecture based on 3C Rel-12 Dual Connectivity.

In the architecture presented in Figure 1, it is assumed that a GTP-U tunnel is established per UE between eNB and WLN and that e.g. flow control feedback would come from WLN to eNB. The LTE-WLAN aggregation function would receive PDCP PDUs from eNB and those would be encapsulated within the adaptation layer and given to WLAN MAC. The protocol 802.11 LLC is shown for completeness, although does not necessarily need to be implemented or used specifically for LTE-WLAN aggregation.
As per agreement, in LTE/WLAN aggregation the UE should support configuration of multiple bearers utilizing WLAN. In LTE, a logical channel identifier is used and assigned by MAC to transport blocks, so that the corresponding logical channel can be identified at the receiver side. A similar functionality needs to be established when sending PDCP PDUs with WLAN. For example, in case when multiple bearers are setup for the UE, it is required at the receiver side to assign the PDCP PDUs received from WLAN to their corresponding logical channel, i.e. PDCP entity. For this purpose, PDCP PDUs are encapsulated within an adaptation layer adding the logical channel identifier as a header, as illustrated in Figure 2.
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Figure 2: Protocol encapsulation for PDCP PDUs send on 802.11

Proposal 1 PDCP PDU send via WLAN is encapsulated in data unit with a header including the logical channel identifier of the used PDCP entity.

To distinguish PDCP data from IP packets at the receiver side, a marker could be assigned to the data units, e.g. an Ethertype as defined 802.11z [5]. This functionality is also assumed to take place in the adaptation layer.
Observation 1 PDCP PDUs can be distinguished from IP data with existing 802.11 functionalities. 
Provisioning of a 3GPP identifier such as the C-RNTI is not necessary in WLAN. At the AP receiver for example, UEs are identified based on their WLAN MAC address and can thus be identified as aggregation UEs for which PDCP data needs to be forwarded to their aggregating eNB. The eNB may identify to which UE incoming PDCP data belongs by observing by which forwarding tunnel instance (X2 or Xw protocol instance per UE or per bearer per UE) the data arrives.

2.2 Protocol options 2C and 3C
In the following we would like to discuss the differences between architecture options 3C and 2C. Functionality-wise, also in option 3C all data can be routed via WLAN to/from the UE by means of a static routing configuration like it was done in Rel-12 dual connectivity split bearer for the uplink, and as intended for 2C for both downlink and uplink.
As it became obvious from the recent Rel-12 standardization work, defining new bearer types comes with a significant specification impact due to for example as complexity for defining RRC procedures. 

We believe that for those reasons we should consider not to distinguish between 2C and 3C as different bearer type options, but rather specify only the split bearer 3C and enable 2C-like functionality by means of static routing decisions.

Observation 2 Functionality of architecture option 2C can be achieved with option 3C and static routing decisions.
Observation 3 Defining new bearer types comes with significant specification impact.
Proposal 2 Specify only support for split bearer option 3C.

2.3 Architecture and interfaces
Some architecture issues was not settled in RAN2#89bis, meaning the whole DC architecture manifested in WID was not confirmed to be re-used for WLAN aggregation but the adaptation layer, tunneling and interface between eNB, WLAN function and UE were left as FFS. The other architecture proposed in RAN2#89bis is IP tunneling between eNB and the UE. In this option, the adaptation layer would be on eNB side and PDCP-PDUs would be encapsulated and Ethernet frames would be sent via the interface between eNB and WLN. WLN node would simply forward the packets to the UE using WLAN MAC. It should be noted that this option implies that the flow control is purely UE based.
Observation 4 If data was tunnelled from eNB to UE it would follow that flow control is purely UE based. 

Note that the UE based flow control also implies that the WLN may not control the incoming data amount from eNB as discussed further in Section 2.4. On top of this, if data is tunnelled from eNB to UE, the UE needs to be provided with eNB’s IP address. This may be problematic from security perspective as operators would then need to reveal information they are not currently revealing.
Observation 5 If data is tunneled from eNB to UE, the operator would need to reveal the eNB’s IP address.
Proposal 3 To not to consider the tunnelling option for LTE-WLAN aggregation further.

2.4 Feedback for PDCP buffer handling and flow control 
In RAN2#89bis, it was agreed that a flow control mechanism is specified at least for the split bearer option.  For non-split bearers it was agreed that at least a feedback mechanism is defined for the eNB to avoid that more than half the PDCP sequence number space is brought in flight. It is FFS whether the feedback comes from WLN or UE. 
In this section we discuss these options from flow control point of view. Flow control had been discussed for Dual Connectivity in Rel-12. In DC, flow control is required to balance how much data is sent from MeNB to UE directly, and how much data is forwarded via the backhaul channel to the SeNB for transmission from SeNB to UE. This is to neither overload the SeNB transmission buffer, nor underutilizes its available resources, which would be inefficient. Thus the goal for the MeNB is to control how much data is in flight via the SeNB to the UE. This control operation is tightly coupled to the PDCP transmitter operation which needs ensure that less than half the SN space is in flight in total to the UE.

In dual connectivity, as the knowledge about instantaneous radio conditions, current queue fill state and QoS requirements of all its UEs and radio bearers is available at the SeNB, it will be the SeNB’s task to give feedback to the MeNB on how much data it could handle at most without getting too large queues. There are different ways to realize a flow control protocol. One way is that the SeNB indicates a preferred data rate to the MeNB. This approach had been identified to be problematic however, e.g. in cases where the backhaul link becomes a temporary bottleneck. Furthermore, the SeNB actually does not primarily care about the data rate backhaul or to the UE, but rather aims for a decent queue size. Therefore, it not only needs to take into account the rate available on the radio interface but also the amount of data it has already in its queue. 

Therefore, in Rel-12 for DC, a window based flow control mechanism had been introduced. It had been specified for X2 in TS 36.425. Thereby, the MeNB is able based on current queue state in the MeNB together with the feedback about queue state in the SeNB, to adjust the transmission window which considers both SeNB rate and X2 backhaul delay. Flow control in DC is based on following feedback:
-       Currently desired buffer size at SeNB
-       Currently minimum desired buffer size at SeNB (per UE, all bearers),
-       Highest successful in sequence delivered PDCP PDU SN to the UE (by the SeNB)
-       List of X2 SNs lost on backhaul or in SeNB
In LTE-WLAN aggregation, for which architecture similar to DC is manifested in the WID, the same flow control scheme can be applied as well. This functionality can be included in the adaptation protocol shown in Figure 1. 
Therefore, we propose to reuse the DC-like flow control scheme in LTE-WLAN aggregation. 

Proposal 4 Use dual connectivity flow control mechanism as basis for FC for LTE-WLAN aggregation.

In RAN2#89bis alternative proposals for flow control feedback from the UE had been brought up. Different feedback mechanisms can be envisaged for UE based flow control, e.g.

· UE would indicate the highest PDCP received SN (similarly to PDCP status report), however that would be necessary on a continuous basis. This was considered infeasible in Rel-12 DC, as it partly duplicates behaviour of the continuous RLC status reporting.

· UE could indicate delay measurements, or throughput measurements of the WLAN side to the MeNB. Also an MCS indication has been proposed. This would require specifying those measurements.
UE feedback is  provided over the air, LTE to the eNB. From a protocol design point of view, this feedback belongs to the PDCP layer, i.e. the feedback could be included in a PDCP Data or control PDU, which would be sent eventually via PUSCH. Thus the feedback transmission is associated with additional overhead from the protocol headers. 

Further, feedback transmissions over the air cannot happen that frequently as they could happen over a network interface. It is infeasible to send such indication with a periodicity of 5-10ms (as assumed for DC-like FC) also over the LTE interface for UE based FC. Moreover, due to HARQ and potential RLC retransmissions, the flow control feedback may be received delayed at the MeNB.
Finally, UE based flow control feedback cannot consider buffer fill state, or QoS, load and general traffic situation at the WLN. UE based feedback might e.g. lead to overloading the WLN. With UE based feedback the WLN would not be in charge of requesting data to fill its own buffer.

Observation 6 UE-based flow control feedback would not be able to consider instantaneous WLN buffer fill state and traffic situation, but impact it with its flow control feedback.
Observation 7 UE-based flow control feedback consumes radio resources, is affected with delays due to potential retransmissions in LTE. Thus cannot occur as frequent and reliable as feedback sent over a network interface.
3 Conclusion

Based on the discussion in section 2 we propose the following:
Observation 1
PDCP PDUs can be distinguished from IP data with existing 802.11 functionalities.
Observation 2
Functionality of architecture option 2C can be achieved with option 3C and static routing decisions.
Observation 3
Defining new bearer types comes with significant specification impact.
Observation 4
If data was tunnelled from eNB to UE it would follow that flow control is purely UE based.
Observation 5
If data is tunneled from eNB to UE, the operator would need to reveal the eNB’s IP address.
Observation 6
UE-based flow control feedback would not be able to consider instantaneous WLN buffer fill state and traffic situation, but impact it with its flow control feedback.
Observation 7
UE-based flow control feedback consumes radio resources, is affected with delays due to potential retransmissions in LTE. Thus cannot occur as frequent and reliable as feedback sent over a network interface.


Proposal 1
PDCP PDU send via WLAN is encapsulated in data unit with a header including the logical channel identifier of the used PDCP entity.
Proposal 2
Specify only support for split bearer option 3C.
Proposal 3
To not to consider the tunnelling option for LTE-WLAN aggregation further.
Proposal 4
Use dual connectivity flow control mechanism as basis for FC for LTE-WLAN aggregation.
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