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1 Introduction
The Rel-13 Enhanced LTE Device-to-Device Proximity Services work item (RP-150441), includes the following objective:
2)   Define enhancements to D2D communication to enable the following features:
a) Support the extension of network coverage using L3-based UE-to-Network Relays, including service continuity (if needed), based on Release 12 D2D communication, considering applicability to voice, video. [RAN2, RAN1, RAN3]. (RAN3 involvement pending on progress in the other groups)
In this contribution, it is shown that given current specification definitions, there is no need for the eNodeB to have awareness of specific remote UEs attached to a UE-to-Network Relay. 
2 Discussions

2.1 Review of current TR23.713 UE-to-Network Relay Procedures
Figure 2.1 (below) comes from the TS23.303 Rel-12 specification.  It can be seen from this figure, that for user plane traffic the eNodeB simply acts a generic layer 3 relay node and has no specific UE awareness.  
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Figure2‑1:   User Plane for UE-to-Network Relay

In this section a review of the UE-to-Network Relay procedures currently defined in TR23.713 (ref. [1]) is provided to verify that the currently defined control plane procedures have no eNodeB impacts.
2.1.1 Relay Discovery and one-to-one communication establishment
The Remote UE performs discovery, selects a ProSe UE-Network Relay and then establishes a connection for one-to-one Communication.  At present, authentication of the Remote UE does not involve the EPC, but this may change subject to SA WG3.  Note that the procedure currently defined for IPv6, even allows the remote UE scope to change the network identifier without involving the network. 
In summary, this procedure currently does not require eNodeB awareness of specific remote UEs, but this may change given pending decisions relating to authentication.
2.1.2 TMGI advertisement and eMBMS traffic relay

The Group Communication Application server supplies the remote UE with a TMGI to use to receive related eMBMS content.  The remote UE can proceed to explicitly request the UE-to-Network relay to monitor the TMGI.  eMBMS content can then be forward on a one-to-many link as and when required.  The procedural steps that lead to TMGI eMBMS traffic broadcasts do not currently require eNodeB awareness of specific UEs, since most of the setup is dealt between the remote UE, the Group Communication application server and the UE-to-Network relay.
In summary, this procedure does not require eNodeB awareness of specific remote UEs.
2.1.3 Cell ID announcement procedure

This procedure enables remote UE applications to acquire serving cell ECGI.  The procedure defined, does not require the eNodeB to aware of a specific remote UE, as the ECGI is based simply on the UE-to-Network Relay serving cell ID and is therefore independent of any remote UE ID.

In summary, this procedure does not require eNodeB awareness of specific remote UEs.
2.1.4 Multicast/Broadcast traffic support using IP Multicast on Relay

When either the UE-to-Network relay and/or network do not support eMBMS, this procedure enables the UE-to-Network Relay to support multicast traffic.  The setup of this procedure is between the remote UE(s), UE-to-Network relay and the Group Call Service Application Server.  Hence again, the eNodeB has no specific remote UE awareness.
In summary, this procedure does not require eNodeB awareness of specific remote UEs.
Observation #1:   The UE-to-Network relay procedures defined in TR23.713 V1.0.0, do not at present require the eNodeB to have awareness of specific remote UEs.

2.2 Service Continuity

Service continuity is sometimes cited as a reason for needing the EPC to be aware of specific remote UEs attached via a UE-to-Network Relay.  However, there are proposals within SA2 that define solutions to the issue of service continuity that do not impact the EPC.  For example the solution presented within S2-151060 (ref. [4]) arrives at the following conclusions:

· Service continuity can be addressed at the SIP layer using the existing IMS Service Continuity mechanisms;

· MCPTT is the only public safety application specified by 3GPP in Rel-13 and it fits well with SIP/IMS-layer service continuity (e.g. as described in TR 23.779  clause 5.8.1);

· The SIP/IMS-layer service continuity is applicable in all deployment scenarios, works in both directions and requires no additional functionality in either ProSe or IMS Service Continuity,

Note:  Annex A, includes a copy of text from TR 23.779 clause 5.8.1.
Observation #2:   Service continuity of PROSE services like MCPTT, can be addressed in both directions, at the SIP layer using existing IMS Service Continuity mechanisms without impacting ProSe.
2.3 RAN2 Position on UE-to-Network Relay eNodeB impacts

The investigations so far, show that at present there are no eNodeB changes required to support the currently defined UE-to-Network relay functions.  
However there are open issues defined in TR23.713 (see below), that could potentially lead to EPC/access stratum impacts.

-
It is FFS whether the messages used by the remote UE to request a UE-to-Network relay to monitor a certain TMGI are at the access stratum or non-access stratum layer.

-
It is FFS whether and how the EPC is aware of the remote UE's presence (e.g. for the purpose of authorisation, QoS, LI, etc.) in absence of direct NAS signalling connection between the Remote UE and the MME.

As a result of these open issues, if later SA2/3 decides that EPC enhancements involving the eNodeB are required, then since this feature is targeted at a public safety use case which cannot be easily localised, all network eNodeBs may potentially need to be upgraded.   To avoid the need for a costly network wide eNodeB upgrade, the following proposal is made:
Proposal #1:   RAN2 should request SA2/SA3 to avoid defining EPC changes to support the ProSe UE-to-Network Relay that have specific eNodeB impacts, as this would potentially require a major network wide upgrade of all eNodeBs.  
3 Conclusions

In this contribution we discussed how aware is the eNB of the presence of the ProSe UE when connected to a Network Relay.  From these discussions we have the following proposals:

Observation #1:   The UE-to-Network relay procedures defined in TR23.713 V1.0.0, do not at present require the eNodeB to have awareness of specific remote UEs.
Observation #2:   Service continuity of PROSE services like MCPTT, can be addressed in both directions, at the SIP layer using existing IMS Service Continuity mechanisms without impacting ProSe.
Proposal #1:   RAN2 should request SA2/SA3 to avoid defining EPC changes to support the ProSe UE-to-Network Relay that have specific eNodeB impacts, as this would potentially require a major network wide upgrade of all eNodeBs.  
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5 Annex A:
An example of application-level (MCPTT) solution for service continuity

The text below is copied from TR 23.779 clause 5.8.1.

5.8.1.2.1
General

The following procedures are described with call flows:

-
MCPTT service continuity from NMO to NMO-R.

The procedure for service continuity in the opposite direction is identical and is not shown.

5.8.1.2.2
MCPTT service continuity from NMO to NMO-R

Depicted in Figure 5.8.1.2.2-1 is the call flow where Remote UE registers for MCPTT service via an MCPTT proxy. When the MCPTT service is provided via the IMS, the figure also includes a P-CSCF (not shown for simplicity).


[image: image2.emf]3.UE-1 registers with the MCPTT server on the NMO-R leg

UE-1

(Remote UE)

UE-R

(Relay)

MCPTT server

2.UE-1 connects to the relay

(discovery, PC5 auth, IP address)

3a. REGISTER (UE-1)

3b. REGISTER (UE-1)

3c.Mutual authentication between UE-1 and MCPTT server (or P-CSCF)

3d. 200 OK

3e. 200 OK

0.UE-1 engaged in NMO with the MCPTT server

1.UE-1 losing connection

5.UE-1 engaged in NMO-R

4.UE-1 transfers the media streams on the NMO-R leg

4a. INVITE (Group ID)

4b. INVITE (Group ID)

4c. 200 OK

4d. 200 OK


Figure 5.8.1.2.2-1: MCPTT service continuity from NMO to NMO-R

0. UE-1 has a direct connection to the network (NMO) and is engaged in MCPTT session with the MCPTT server.

1. UE-1 realises that it is losing connection to the network or has completely lost it.

2. UE-1 (in the role of Remote UE) performs ProSe UE-Network Relay discovery over PC5 and establishes a secure point-to-point link with the Relay (UE-R) over PC5. As part of this process the Remote UE is mutually authenticated at PC5 layer with either the Relay or with the network (depending on the SA3 decision for security). In the process UE-1 is also assigned an IP address/prefix by the Relay.

NOTE 1: If the step 2 is started after losing connection, the service interruption may be noticeable to the user. 

NOTE 2: Step 2 will be entirely described under in TR 23.713 [6].

3: UE-1 registers with the MCPTT server over the NMO-R leg using the SIP REGISTER method.

NOTE 3: If UE-R is a pure Layer-3 relay, Steps 3a and 3b (REGISTER) are merged in a single step. The same comment applies to steps 3d and 3e (OK).

4. In order to transfer the media streams of an MCPTT group, UE-1 sends a SIP INVITE (MCPTT Group ID) message. MCPTT Group ID is a SIP URI that uniquely identifies the group of MCPTT users (e.g. fire.brigade75@firstresponder.com).

NOTE 4: If UE-R is a pure Layer-3 relay, Steps 4a and 4b (INVITE) are merged in a single step. The same comment applies to steps 4c and 4d (OK).

5. The procedure is completed when all media streams have been transferred on the NMO-R leg. At this point UE-1 may deregister the NMO leg if it still has direct network connection (not shown in the figure).
NOTE 4: The procedure for service continuity is always completed with unicast delivery on the target side. If MCPTT content is being distributed on the target side in multicast mode, then switching from unicast to multicast delivery is performed after completion of the service continuity procedure.

NOTE 5: When ALG Relay is used on the target NMO-R side, if the ALG Relay is already engaged in content distribution for this group, the SIP INVITE goes only as far as UE-R
5.8.1.3
Impact on Existing Entities and Interfaces

System-level considerations:

-
To enable make-before-break continuity, the UE engaged in NMO needs to be able to perform in parallel the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, while still engaged in direct connection to the network. This should already be supported with the Rel-12 radio design for ProSe direct communication.

-
If the UE engaged in NMO loses the direct connection to the network before completing the PC5 procedures for Relay discovery and establishment of one-to-one PC5 communication, the service continuity is performed in break-before-make manner.

NOTE: In case of break-before-make manner, the service interruption may be noticeable to the user.

Application-level considerations:

-
SIP-based service continuity is enabled in two steps: 1) SIP registration with the MCPTT server over the NMO-R leg; 2) SIP INVITE towards the remote party (which is the MCPTT server itself) informing it of the new transport address (IP address and port number) to be used for the user’s media streams.

IMS-level considerations (i.e. the case where GC1 is based on Gm):

-
Existing procedures for IMS Service Continuity defined in TS 23.237 are used.

5.8.1.4
Solution Evaluation

 The solution uses well-known SIP-based service continuity mechanisms. For IMS-based MCPTT the mechanisms for IMS Service Continuity defined in TS 23.237 are used
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