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Discussion 
1 Introduction

The purpose of the contribution is to see whether 3C provides enough gain to justify the complexity comparing to 1A. Since in performance point of view, 1A and 2A are almost same, we extend our previous simulation framework comparing 2A and 3C to take the offloading/flow control into the picture.  
2 Simulation Assumptions

Detailed simulation scenario and configurations can be found in the annex. In simulation, backhaul delay, inter-cell interference (only for macro), PDCP re-ordering mechanism are all considered.

Besides these, we introduced a simple flow control method in simulation, which is generally based on some basic factors, such as channel quality/capacity to macro/small cell, and resource usage condition in both cells. With this flow control, we can make bearer split ratio be dynamically adjusted for each UE.

3 Performance evaluation
Simulation cases and results on UE throughput in Kbps are given following part. Pico UE means UE both in the pico coverage and in the macro coverage. Macro UE means UE only in the macro coverage. 
Simulation for 4 Pico per Macro

Simulation Cases
· Configuration 1: 4 Pico, total 48 UE, 16 pico UE (4 UE per pico cell), 32 macro UE 
· Case1: Alt 2A (no bear split, all data forwarded to pico)

· Case2: Alt 3C (bear split, parts of data to pico, use flow control)

· Configuration 3: 4 Pico, total 48 UE, 32 pico UE (8 UE per pico cell), 16 macro UE

· Case3: Alt 2A (no bear split, all data forwarded to pico)

· Case4: Alt 3C (bear split, parts of data to pico, use flow control)

Simulation Results regarding throughput
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Figure 2 Average UE Throughput in 4 Pico scenario
Table 1 Average UE Throughput and gain
	
	Average UE 
throughput (Kbit/s) 
	Average Macro UE 
throughput (Kbit/s) 
	Average Small cell UE 
throughput (Kbit/s) 
	Note 

	Case 1 
	2678.5429
	0.000%
	681.2383
	0.000%
	6673.1520
	0.000%
	Alt. 2A 
	16 pico UE, 

32 macro UE 

	Case 2 
	2718.3620
	1.487%
	659.1919
	-3.236%
	6836.7021
	2.451%
	Alt. 3C
	

	Case 3 
	2731.8082
	0.000%
	1433.2337
	0.000%
	3381.0955
	0.000%
	Alt. 2A 
	32 pico UE, 

16 macro UE 

	Case 4 
	2858.0338
	4.621%
	1163.2610
	-18.837%
	3705.4202
	9.592%
	Alt. 3C
	


Table 1 and Figure 2 show the performance of Alt. 2A and Alt. 3C in 4 pico scenario, from which, Alt. 3C outperforms Alt. 2A in all configurations. The maximum multi-flow UE performance gain is about 9.6% compared to single-flow, but meanwhile, macro UE pays a large cost, has a maximum of 18.8% performance loss, and the whole system performance only has less than 5% gain.
Simulation for 8 Pico per Macro
Simulation Cases
· Configuration 1: 8 Pico, total 48 UE, 16 pico UE (2 UE per pico cell), 32 macro UE

· Case1: Alt 2A (no bear split, all data forwarded to pico)

· Case2: Alt 3C (bear split, parts of data to pico, use flow control)

· Configuration 3: 8 Pico, total 48 UE, 32 pico UE (4 UE per pico cell), 16 macro UE

· Case3: Alt 2A (no bear split, all data forwarded to pico)

· Case4: Alt 3C (bear split, parts of data to pico, use flow control)

Simulation Results regarding throughput
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Figure 3 Average UE Throughput in 8 Pico scenario
Table 2 Average UE Throughput and gain
	
	Average UE 
throughput (Kbit/s) 
	Average Macro UE 
throughput (Kbit/s) 
	Average Small cell UE 
throughput (Kbit/s) 
	Note 

	Case 1 
	3882.7219
	0.000%
	667.4552
	0.000%
	10313.2553
	0.000%
	Alt. 2A 
	16 pico UE, 

32 macro UE 

	Case 2 
	3914.4448
	0.817%
	663.2315
	-0.633%
	10416.8715
	1.005%
	Alt. 3C
	

	Case 3 
	4387.2871
	0.000%
	1366.2221
	0.000%
	5897.8196
	0.000%
	Alt. 2A 
	32 pico UE, 

16 macro UE 

	Case 4 
	4538.4505
	3.445%
	1229.6164
	-9.999%
	6192.8675
	5.003%
	Alt. 3C
	


Table 2 and Figure 3 show the performance of Alt. 2A and Alt. 3C in 8 pico scenario. Also, Alt. 3C has about maximum 5.0% gain compared to Alt. 2A while macro UE pays about 10% performance cost. 
Simulation for 12 Pico per Macro

Simulation Cases
· Configuration 1: 12 Pico, total 48 UE, 12 pico UE (1 UE per pico cell), 36 macro UE

· Case1: Alt 2A (no bear split, all data forwarded to pico)

· Case2: Alt 3C (bear split, parts of data to pico, use flow control)

· Configuration 3: 12 Pico, total 48 UE, 36 pico UE (3 UE per pico cell), 12 macro UE

· Case3: Alt 2A (no bear split, all data forwarded to pico)

· Case4: Alt 3C (bear split, parts of data to pico, use flow control)

Simulation Results regarding throughput
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Figure 4 Average UE Throughput in 12 Pico scenario
Table 3 Average UE Throughput and gain
	
	Average UE 
throughput (Kbit/s) 
	Average Macro UE 
throughput (Kbit/s) 
	Average Small cell UE 
throughput (Kbit/s) 
	Note 

	Case 1 
	3558.0860
	0.000%
	607.5055
	0.000%
	12409.8276
	0.000%
	Alt. 2A 
	16 pico UE, 

32 macro UE 

	Case 2 
	3652.5810
	2.656%
	605.6489
	-0.306%
	12793.3772
	3.091%
	Alt. 3C
	

	Case 3 
	4465.9464
	0.000%
	1802.6249
	0.000%
	5353.7203
	0.000%
	Alt. 2A 
	32 pico UE, 

16 macro UE 

	Case 4 
	4588.9230
	2.754%
	1605.0177
	-10.962%
	5583.5581
	4.293%
	Alt. 3C
	


Table 3 and Figure 4 show the performance of Alt. 2A and Alt. 3C in 12 pico scenario. Multi-flow brings 3~4% performance gain, while macro UE still suffers rate loss up to about 11%.
From the above all results, with a better offloading or flow control methodology, multi-flow can performs a bit better than single-flow, that is to say, even though with the impact from packet loss or re-ordering, UE can get additional throughput provided by the macro cell, which is higher than the throughput only by the small cell.
But we need to note, the gain from multi-flow only brings a less than 10% performance gain while makes macro-only UE pay about 19% performance loss. From whole system’s side, multi-flow can only bring gains up to 5%, also, considering the complexity from Alt. 3C architecture implementation, the gain seems not very impressive (i.e. 1 Gbps and 1.1 Gbps may not be that different in end user perspective).
4 Analysis on the throughput enhancement of non-bearer split options
In the UP architecture selection, main concern on the non-bearer split options seems that they cannot achieve the throughput enhancement which would arguably be the only real challenge that RAN2 aims to address. Our view is a bit different. Non-bearer split options achieve considerable throughput gain comparing to the Rel-10/11 legacy carrier aggregation.
The main benefit of the small cell enhancement is achieved by maximizing cell splitting gain to the level where the legacy CA does not achieve. In that sense, by deploying many small cells in macro cell coverage, the throughput gain is already achieved. The additional gain from using macro cell resource would bring only marginal gain as shown in the simulation result.
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The UE throughput has close correlation with the available radio resource. By deploying many small cells, available radio resource increments significantly and it leads the throughput gain. Table 4 lists the average radio resource per UE in various small cell deployments that is derived from simple mathematics.
Table 4 Average radio resource per UE
	
	Number of small cells in a given coverage

	
	2
	4
	8
	16
	32
	64

	A) Legacy CA
	0.2 MHz
	0.2 MHz
	0.2 MHz
	0.2 MHz
	0.2 MHz
	0.2 MHz

	B) non-bearer split
	0.2 MHz
	0.4 MHz
	0.8 MHz
	1.6 MHz
	3.2 MHz
	6.4 MHz

	C) bearer split
	0.3 MHz
	0.5 MHz
	0.9 MHz
	1.7 MHz
	3.3 MHz
	6.5 MHz

	B/A
	100%
	200%
	400%
	800%
	1600%
	3200%

	C/B
	150%
	125%
	113%
	106%
	103%
	102%


As seen in the table, the available resource increase a lot with the non-bearer split. The additional gain of bearer-split is not that significant. UE throughput is the function of the amount of the radio resource and the spectral efficiency. It would be logical assumption that the spectral efficiency of the small cell would be better than that of macro cell. The real throughput gain of non-bearer split comparing to the legacy carrier aggregation would be higher than analyzed above. 
5 Conclusion
In the simulation, the tendency is that the throughput gain of the bearer split has reverse co-relation with the number of pico cells. With the relative small number of pico cells (i.e. with 4 pico cells), the throughput gain is not higher than 10%.
In terms of throughput gain, it should be noted that 10% gain is not sufficient gain both in end user perceived QoS point of view and in marketing point of view.
The throughput gain of non-bearer split from the legacy carrier aggregation is expected to be significant due to cell splitting gain which cannot be achieved with a single ENB.
6 Reference
[1] 3GPP TR 36.842, “Study on small cell enhancements for E-UTRA and E-UTRAN - Higher-layer aspects”.
[2] 3GPP TR 36.814, “Further advancements for E-UTRA physical layer aspects”.
[3] R2-132552, Samsung, “Performance analysis on SCE UP architecture”.
[4] R2-132833, Huawei, HiSilicon, “Performance evaluation of user throughput enhancement with Multi-Stream Aggregation over non-ideal backhaul”.
Annex. Simulation Details

Basic assumptions: 
· Topology: as shown below, we have 7 macros, with several picos randomly located in centre interested cell, 6 outer-loop cells for generate interference to center macro eNB.
· Application: FTP traffic for every UE (File size = 10MByte)
[image: image5.png]



4 Pico Scenario
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8 Pico Scenario
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12 Pico Scenario

PDCP re-ordering: 

· UE PDCP re-ordering as following figure
· PDCP PDU [n+1], [n+4], [n+7], [n+10] are transmitted from macro

· Other PDUs are transmitted from pico 

· [n+4] are delayed due to ARQ recovery

· [n] ~ [n+3] are forwarded to TCP layer 

· Until [n+4] are recovered, [n+5] ~ [n+12] are stored in the PDCP buffer

· Only after [n+4] are recovered, [n+5] ~ [n+12] are forwarded to TCP layer 
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Simulation Parameters: 

	Items 
	Macro cell 
	Pico cell

	ISD of Macro
	500m
	

	Distance-dependent path loss 
	128.1 + 37.6log10(R in km)
	140.7 + 36.7log10(R in km)

	Number of cells
	7 (center one as interesting cell)
	4/8 Picos randomly located in Macro cell

	BS Antenna gain including Cable loss 
	15dB
	5dB

	MS Antenna gain 
	0 dBi
	0 dBi

	Antenna pattern
	Omni
	Omni

	Carrier Frequency / Bandwidth 
	2.0Ghz/ 10Mhz 
	3.5Ghz/ 10Mhz 

	BS Total TX power 
	46 dBm 
	30dBm 

	Antenna configuration
	2x2
	2x2

	UE Number
	See detail from use cases

	FTP file size 
	10 MByte 

	TCP congestion algorithm 
	CUBIC 
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