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1. Introduction
From the results of the first phase of calibration work [2], although there is trend of converging we observe large variance in the simulation results from companies. It is the general understanding that except the software bugs, different interpretations of the simulation assumption or small details not captured in simulation assumptions can result in large variance. This Tdoc is a summary of the off-line discussion on further calibration data analysis, suggestions and proposals for further calibration efforts. Due to the impact of this offline discussion to the conclusions from the email discussion, this document also carriers the proposals from the email discussion with changes if any from the offline discussion.. There are also many contributions deal with the simulation issues [3] ~[9].
2. Discussion
2.1.  RLF results discussion

Observations: based on the results companies can be divided into two groups. One group of companies in general observed no noticeable RLF in both state1 and state2. The other group observed some RLF events. Some companies observed the RLFs in both state1 & 2. some companies observed RLFs mainly in state2.
Factors may cause the variance:

· L1 sampling and filtering 
· Inter-actions between the Radio Link monitor process and HO events (enable/reset timers)
· How to count RLF events in conjunction with handover failure events

· The impact of the difference with the shadowing model.

The common understanding on several issues:
1 The same way of L1 sampling and filtering for both RLF monitoring and RSRP measurement? 

It is not necessary to have the L1 sampling and filtering being the same for both radio link monitoring and RSRP measurement..

2  Should we define some requirement on L1 measurement and processing? If yes could we agree on the following details?
It is desired to post some requirements on L1 operations for radio link monitoring. The basic L1 processing configurations should be: L1 sample rate is once every 10ms, the L1 samples are filtered by a linear filter with a sliding window of 200ms for Qout and 100 ms for Qin respectively.
3  When a HO failure is detected in state 2 will the UE continue move forward?

When a UE detected a HO failure in state 2, the UE will be removed from the simulation.
4 T310 reset when PDCCH CQI test is passed and the HO is successful for state 2?

Yes. We should following what is specified in the standards.
5 T310 reset when CQI Qin test is passed?

Yes. as specified in the standards.
6 When a RLF is detected, it will be counted as a RLF and the UE will be removed from the simulation.
7. Speed scaling factor is not used for calibration.

Proposals:
Proposal 1: For the purpose of RLF monitoring, the basic L1 processing configurations should be: L1 sample rate is once every 10ms,  the L1 samples are filtered by a linear filter with a sliding window of 200ms for Qout and 100 ms for Qin respectively.

Proposal 2: When a UE detected a HO failure in state 2, the UE will be removed from the simulation.
2.2.  HO failures results discussion
We see the trend of converging but the variance of the results from different companies is still large. 
Factors may cause the variance:

· L1 sampling and filtering in both states 2 & 3.

· Inter-actions between the Radio Link monitor process and HO events (enable/reset timers)

· How to count RLF events in conjunction with handover failure events

· Impact of the shadowing model

The common understanding on several issues:
1. How L1 processing should be conducted for the PDCCH failure check in state 2?

It is desired to post some requirements on L1 operations for PDCCH failure monitoring in state 2: L1 sample rate is once every 10ms,  the L1 samples are filtered by a linear filter with a sliding window of 200ms
2. How L1 processing should be conducted for the PDCCH failure check in state 3?

It is desired to post some requirements on L1 operations for PDCCH failure monitoring in state 3:  the L1 sample rate should be at least two samples in the 40ms (handover execution time) and averaged over 40ms (not use 200ms sliding window).
3. When a RLF is detected by the UE in state 2, did this RLF is counted as a HO failure? Did we also count this as a RLF or not?

It is the common understand that we should also count it as a RLF. 
4.  When a RLF is detected by the UE in state 2, should we remove the UE from the simulation?

Yes. The UE should be removed from the simulation.
5. There are different shadowing models used in the industry. Should we only adopt one model for this simulation? (RAN2 is not at the position to spend much time on this issue)

UMTS has specified the requirements on modelling the shadowing in TR30.03 == TR 36.814. We should follow the UMTS/LTE requirements. We should adopt the shadowing model commonly used in industry without go into the details to specify it.

6. What is the exact fading model used? 
It is intended to monitor what is doing in RAN1 for comp. Since the impact of fading to this simulation is small, it is confirmed that either TU or ITU model could be used for this simulation.
Proposals:

Proposal 3: For the purpose of PDCCH failure monitoring in state 2, the L1 sample rate is once every 10ms,  the L1 samples are filtered by a linear filter with a sliding window of 200ms.
Proposal 4: For the purpose of PDCCH failure monitoring in state 3:  the L1 sample rate should be at least two samples during the 40ms (handover execution time) and averaged over 40ms.
2.3.  Ping-pong results discussion

The ping-pong rate results seem converging. Most companies have the same trend.  CDF curves show some difference.  Some of the ToS results are too long – even longer than it should stay in a macro cell with the given speed. The resolution of the ToS results from some companies seems better than 200ms.
Factors may cause the variance:
· How ping-pong is counted
· The sampling rate of the input to L3 filter
· How time of stay is calculated 

· How total number of HOs are counted 

The common understanding on several issues:
1.  Following the current ping-pong definition, at a given serving cell of the UE the cells HO from and to should be the same cell. Did we surely checked this condition in addition to ToS < MTS?
It is defined in the TR doc. We should follow.

2.  Should we generalize the definition of ping-pong to only check the ToS < MTS?

We will not change the ping-pong definition for calibration.

3. Did we log the macro to macro HO separately and not count it into the total HOs for ping-pong rate calculation?

It is specified in TR36.839. We should follow.
4. When the UE hit the simulation circle is the timer for logging the ToS reseted  and not logged? (if not, it could be the cause of artificially long result of ToS)

We understand there is artificial factor causing the ToS CDF difference. We will leave as it is. No reset timer due to bouncing.

5. if the L3 input sampling rate is higher than once per 200ms (say once per 40 ms), the resolution of ToS will be higher (e.g. 40ms). Is this the cause of higher resolution of the ToS results?
We should follow the TR36.839.
Proposals:
2.4. Further confirm the conclusions from the (74#36) email discussion
1. Regarding to the hotspot simulation circle size, it seems the voting is more weighted 200 m. Therefore we adopt 200 m as the simulation circle size for calibration:

Proposal 5: for calibration only, companies should use a hotspot simulation circle size of 200 m in diameter for the ISD=500 m case. For the case of ISD = 1732 m, the circle size is FFS.

2. Regarding to RLFs metric and RLFs in state 3, the consensus are reached:

Proposal 6: Adopt Number of RLFs per UE per second as the metric for logging the RLFs.

3. Regarding to Ping-pong rate calculation, the consensus are reached:

Proposal 7: Adopt Ping-pong rate = (number of ping-pongs)/(total number of successful handovers excl. handover failures) [where: a ping-pong is defined in TR36.839 v0.1.0]
4. Regarding to logging the macro-to-macro handovers, based on voting we consider that no consensus is reached:

Proposal 8: The official scope of the calibration is not changed. Macro-to-macro handover functions should be simulated, but logging the macro-to-macro handover related metrics is not required. Companies are allowed to log the macro-to-macro handover metrics. However, the macro-to-macro handover results shall be logged separately from the macro/pico results, and the macro-to-macro handovers shall not be included into the total number of handovers for macro/pico HO failure rate calculation.

5. Whether we need to further clarify the correlation distance with respect to the correlations as raised by NNSN during 74#22 discussion.

Proposal 9: Add the clarification on the correlation distance: “NOTE: this is the distance where correlation is 0.5 (not 1/e as defined in TR 36.814 B.1.2.1.1)”.
6. How to log the time of stay when there is a handover failure?
Proposal 10: At the mean time, whenever there is a handover failure, the time of state should not be logged. For the case of handover failure time-of-stay is not defined currently and is FFS.

7. Whether we need to log the RLFs in state 3?
               Proposal 11: Log the RLF in state 3 is not needed
3. Conclusions
In order to minimize the possible difference, based on the offline discussion, we proposed the following:
Proposal 1: For the purpose of RLF monitoring, the basic L1 processing configurations should be: L1 sample rate is once every 10ms,  theL1  samples are filtered by a linear filter with a sliding window of 200ms.

Proposal 2 When a UE detected a HO failure in state 2, the UE will be removed from the simulation
Proposal 3: For the purpose of PDCCH failure monitoring in state 2, the L1 sample rate is once every 10ms,  the L1 samples are filtered by a linear filter with a sliding window of 200ms.

Proposal 4: For the purpose of PDCCH failure monitoring in state 3:  the L1 sample rate should be at least two samples during the 40ms (handover execution time) and averaged over 40ms.
The following proposal are carried over from the email discussion:
Proposal 5: for calibration only, companies should use a hotspot simulation circle size of 200 m in diameter for the ISD=500 m case. For the case of ISD = 1732 m, the circle size is FFS.
Proposal 6: Adopt Number of RLFs per UE per second as the metric for logging the RLFs.

Proposal 7: Adopt Ping-pong rate = (number of ping-pongs)/(total number of successful handovers excl. handover failures) [where: a ping-pong is defined in TR36.839 v0.1.0]
Proposal 8: The official scope of the calibration is not changed. Macro-to-macro handover functions should be simulated, but logging the macro-to-macro handover related metrics is not required. Companies are allowed to log the macro-to-macro handover metrics. However, the macro-to-macro handover results shall be logged separately from the macro/pico results, and the macro-to-macro handovers shall not be included into the total number of handovers for macro/pico HO failure rate calculation.
Proposal 9: Add the clarification on the correlation distance: “NOTE: this is the distance where correlation is 0.5 (not 1/e as defined in TR 36.814 B.1.2.1.1)”.
Proposal 10: At the mean time, whenever there is a handover failure, the time of state should not be logged. For the case of handover failure time-of-stay is not defined currently and is FFS.
Proposal 11: Log the RLF in state 3 is not needed
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