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1. Introduction

For the support of the WI on “Improved support of IMS Realtime Services using HSDPA/EDCH” we believe that besides voice applications also gaming applications need to be considered as it can be expected that GoIP will become very important for operators. We will present therefore a brief discussion on gaming requirements and our simulation results on GoIP performance.

Since gaming services have increased in prevalence since the original work in SA was done on the requirements it is considered beneficial to take a new look at the performance requirements for gaming traffic. It is the aim to investigate what improvements are required in the standard to allow for efficient transmission of realtime services over HSDPA. Therefore we see the need to define the requirements for gaming in order to have an agreeable basis for the improvements.
In addition to the discussion of the requirements we have performed simulations to show the influence of velocity and packet delay on the cell capacity.
The discussion part will show that most games are not very sensitive to packet loss. The impact of jitter can not be clearly quantified but jitter should be kept as low as possible. Many modern games however are very sensitive to packet delay. The simulations will show the capacity degredation caused by most stringent packet delay requirements.
2. Discussion on Requirements

2.1 Current requirements

The current requirements for Conversational services are (from 22.105 and 23.107) state: 

22.105:

	Medium
	Application
	Degree of symmetry
	Data rate
	Key performance parameters and target values

	
	
	
	
	End-to-end One-way

Delay
	Delay

Variation within a call
	Information loss

	Audio


	Conversational voice


	Two-way
	4-25 kb/s
	<150 msec

preferred

<400 msec limit Note 1
	< 1 msec 
	< 3% FER 

	Video


	Videophone
	Two-way
	32-384 kb/s
	< 150 msec preferred

<400 msec limit

Lip-synch : < 100 msec 
	
	< 1% FER 



	Data
	Interactive games
	Two-way
	< 1 KB
	< 250 msec 
	N.A
	Zero


Note 1: 
The overall one way delay in the mobile network (from UE to PLMN border) is approximately 100msec.

Current voice and video service requirements are well understood as services are deployed.  If VoIP over HSDPA is intended to become the primary mechanism for providing voice and/or video services, then it can be assumed that the requirements should not be degraded from the existing requirements shown above.

Requirements for interactive games are obviously very dependent on the specific game, but it is clear that demanding applications will require very short delays, and a value of 250 msecs is proposed, consistent with demanding interactive applications.  Delay in this sense is end to end delay, leading to a ping time of 500ms.  

23.107:

	RAB characteristics

	Traffic class
	Conversational class

	Maximum bitrate (kbps)
	<= 16 000  (2) (7)

	Delivery order
	Yes/No

	Maximum SDU size (octets)
	<=1 500 or 1 502 (4)

	SDU format information (1)
	(5)

	Delivery of erroneous SDUs
	Yes/No/-

	Residual BER
	5*10-2, 10-2, 5*10-3, 10-3, 10-4, 10-5, 10-6 

	SDU error ratio
	10-2, 7*10-3, 10-3, 10-4, 10-5 

	Transfer delay (ms)
	80 – maximum value 

	Guaranteed bit rate (kbps)
	<= 16 000  (2) (7)

	Traffic handling priority
	

	Allocation/Retention priority (1) 
	1,2,3

	Source statistic descriptor
	Speech/unknown

	Signalling Indication
	


No specific mention of gaming traffic is made.  The transfer delay characteristic is one way, and measured from CN to UE.   This allows for 170ms for internet based delay which is more than feasible.
2.2 Gaming over HSDPA

Given the wide variety of games available, we have categorised them as follows:

· First Person Shooter (FPS) – fast user response, many online players at once, highly dynamic 
· Real Time Strategy (RTS) – slightly lower response required, slower gameplay, handful of players in a single game
· Massive Multiplayer Online Role Playing Games (MMORPG) – Persitent games, Highly variable scenarios, many hundreds of players online at once, many tens in a given situation 
· Non-real Time Games (NRTG) – e.g. Chess, backgammon, cards etc.

The following requirements could be considered adequate to describe each category:

· End-to-end delay

· Jitter

· Application packet loss 

2.2.1 Requirements for FPS

2.2.1.1 End-to-end delay:
Several contributions on the Internet show following E2E delays
· 50ms…100ms good gameplay

· 100ms…150ms noticeably decreased Gameplay

· 150ms…200ms significantly affected Gameplay

· >200ms „intolerable“ Gameplay
· 150ms are recommended
Other contributions talk about 150ms…250ms, however, the tolerability depends on the personal opinion of the player and also the game that is being played.  E.g. recent studies [2] of UT2003 have shown that E2E latencies >100ms give a quantitative impact on performance, and latencies >75ms have a perceived impact on performance.

Also an analysis of online gaming models for wireless networks [1] shows that for E2E delays >200ms the MOS is almost zero (unplayable) independent from packet loss.

2.2.1.2 Jitter: 

A jitter of 10ms can be expected to be critical for FPS games, however information on this matter is scarce and research is still in progress.  Fixed line gaming (over DSL for example) leads to a situation where jitter is a function of latency, and hence it is difficult to separate the two in identifying the effects.  However, with HARQ and ARQ systems in the RAN, we can expect jitter in our system to have a higher variance for a given value, which may exacerbate the problems seen in current research papers.

2.2.1.3 Packet loss and BER:

Several contributions that we found on the Internet mention a packet loss of 3%. In our opinion this value is too high. In [1] it is shown that already 1% packet loss makes the game unplayable even if the delay is < 50ms.  However, in [2] it shows that even up to 5% packet loss has a negligible effect

2.2.1.4 Data rate:

The advertised throughput requirements range up to 56kbps (e.g. for "Star Wars: Jedi Knight 2"), and the measured rate from [2] is between 65 – 70kbps

2.2.2 Requirements for RTS

2.2.2.1 End-to-end delay:
While several contributions expect 250ms …500ms to be acceptable, [1] shows that 300ms could be accepted if the packet loss is zero.

2.2.2.2 Jitter:

Almost no useful information on the jitter could be found. 

2.2.2.3 Packet loss and BER:

Acording to [1], 1% packet loss makes the game well playable even if the delay is 150ms.

2.2.3 Requirements for MMORPG

For MMORPG almost no information could be found. It can be assumed that the end-to-end delay requirements are similar to RTS games.

Very situation dependant, worst case requirements are:

· Several packets every ms

· Latency <<350ms

· With 80ms RAB latency no problem, however this value is considered the minimum acceptable 

· 150ms latency (PING) cannot be achieved with 80ms RAB.

· Data rate 8 – 15 Kb/s – Eve

· 16 – 24kb/s – Wold of Warcraft
· Packet loss 10% not a problem if latency is low, 10 – 15% packet loss @ 150ms ping is OK

2.2.4 Requirements for NRTG
Non realtime games have not been investigated within this document. The target for packet loss can be assumed to be zero, e.g. by applying TCP and RLC AM mode.

3. Summary on Requirements
For the definition of QoS requirements we classified online games into four groups according to their expected delay requirements. Even within these groups the requirements for delay, jitter and packet loss are different depending on the games and on the expectations by the player. Nevertheless we found typical ranges for the requirement attributes for real time gaming.  

· Packet loss 0.1% --> 5%

· Latency (e2e) 75ms – 250ms

· Data rate (5kbps- 60kbps)

It is clear from the values above that the definition in 22.105 is considerably stricter than is necessary in terms of packet loss in most cases.  However, in terms of latency, for best performance the requirements on the RAB delay are too low – e2e delays of 50 – 100ms are required for best performance in the games requiring the fastest response.

The surprising result is the tolerance of many games to packet loss.  However, the range of acceptable values has been seen to be as low as less than 1% and as high as 10%.
4. Simulation Results

4.1 Simulation Parameters:
· Sectored Macro Scenario, Cell Radius 500 m (Site-to-site 1,5 km) 
 43 dBm (20 W) total nodeB transmit power, 4 W Common Channels (CPICH, BCCH,…)

· Channel Model / Mobile Speed ITU Veh. A, 30 km/h and Veh. A 120 km/h 

· Scheduler Type: Fair Throughput

·  50% of nodeB total HSDPA Power Budget (10 W)

·  Maximum of 4 User per TTI can be served

·  7 MCS Levels (TB Size of 320, 480, 640 …bit)

·  Transmission Option in this investigation: 


With Packet Discarding
·  User Individual Quality of Service (QoS) / Satisfied User Criterion (SUC)

· Based on max. tolerable Packet Delay, i.e. Scheduling Window

· Plain Traffic Model

DL only; 100% activity; 

Packet size fix 188 Byte (1504 bit) and 30 ms frame rate/packet arrival;

Geometric distributed session length with mean 60 sec;

·  Packet Loss Rate based evaluation (with packet discarding) 

- A GoIP-user is satisfied / GoIP-Capacity-Limit :
      

QoS: Max. Packet Loss Rate per User varied: 2%, 1%
      

At least 95 % GoIP users are satisfied according to QoS

· Comparing 30 km/h vs. 120 km/h

· Max. Packet Delay (Scheduling Window) 
varied 20 ms, 40 ms, 60 ms, 100 ms and 150 ms

· HO-Delay (additional from Event 1D): 200 ms

4.2 GoIP Performance
Figure 1 shows how the maximum allowed packet delay caused by the scheduler influences the cell capacity , i.e. the mean number of users in the cell that can be serverd. The mobile speed is 30km/h and the packet loss rate per user should not exceed 2%.
The cell capacity is reached when the Ratio of Satisfied Users (RSU) went down to 95%

[image: image1]
Figure 1

As can be seen clearly a scheduling delay of 20ms reduces the cell capacity to less than 13 users per cell.
Figure 2 shows the results at 120km/h:

[image: image2]
Figure 2

Although there is almost no difference for the 20ms packet delay, for higher delays the impact on cell capacity is significant.

In figure 3 we can compare the influence of packet delay on GoIP capacity for the two different velocities:

[image: image3]
Figure 3 GoIP capacity vs. allowed packet delay
The difference in capacity is up to 7…8 users in the cell. The support of lowest packet delay in the scheduler reduces the capacity to less than 13 users.

5. Conclusions

The analysis above shows that for the games with the most stringent requirements, the current RAB requirements are insufficient, since E2E delays >75ms will lead to a perceived drop in performance from the user.  Hence we should discuss with SA1 whether an additional value (perhaps 50ms) should be added to the table.  The paper also shows that the requirements for packet loss in real time games are not as stringent as may be expected, and values up to 5% are acceptable.

Jitter has been shown to be problematic [3], but not in a truly quantifiable way.  Hence, it is proposed that jitter be minimised as far as possible, potentially by algorithms in the application rather than in the network.

The simulations have shown that for the support of games with the most stringent requirements, we should expect significantly decreased cell capacity.
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[image: image4.wmf]GoIP; 30 kmph; packet loss baes SUC at 2 %; HO - Delay = 200ms
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[image: image5.wmf]GoIP; 120 kmph; packet loss baes SUC at 2 %; HO - Delay = 200ms
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