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1. Introduction

This contribution introduces a new concept of resource request and scheduling policy for uplink transmission in evolved UTRAN (EUTRAN). The first draft had been submitted at the previous meeting [1] but discussion was deferred due to lack of time slots. This version updates the original one and contains more detailed operations without loss of the basic concept.
Different from downlink resource allocation for which the scheduler has all buffer information at hand, uplink allocation is performed mainly depending on the scheduling information (SI) reported from UE, e.g., buffer occupancy and delay. Of course, BS can implicitly know the buffer status just by receiving uplink packets. For example, most of VoIP codecs without silence suppression generate packets at periodic sampling rate with predetermined size. In this case, BS almost knows how many packets have been transmitted and how many still waiting. However, in the case of MPEG video whose packets are forwarded at a periodic sampling rate but with variable size, BS cannot know the current buffer occupancy; this type of traffic behaviour is also founded in the cases for AMR [2] and VoIP with silence suppression [3]. More dynamically FTP traffic has non-periodicity and varying packet size at each generation to make it quite difficult for BS to understand the buffer status if not provided the scheduling information from UE. 

Hence, traffic characteristic and associated QoS requirement will influence the design of resource request and scheduling policy. Now, we have a common agreement on removing dedicate uplink transport channels [4], which will need more specification-work on realizing QoS of real-time and non-real-time traffic in packet-based systems.
2. Traffic Types

Traffic types can be classified as follows in terms of inter-packet interval and packet size:

· Periodic-interval with fixed-size (PF) traffic: e.g. VoIP

· Periodic-interval with variable-size (PV) traffic: e.g. MPEG, VoIP with silence suppression and/or multi-rate
· Aperiodic-interval with variable-size (AV) traffic: e.g. FTP, gaming, TCP ACK
PF traffic generates packets of fixed-size with periodic time interval. A well-known example is fixed-rate VoIP without silence suppression. At each sampling instance, one packet with fixed-size is generated. PV traffic generates packets of variable-size at periodic time basis. MPEG video is a typical example
. On the other hand, for VoIP with silence suppression and/or multi-rate, a set of predetermined packet sizes is specified, not completely variable but quasi-variable packet size; examples are Wideband AMR [2] and G.729B [3]. Wideband AMR has several frame compositions benefiting multi-rate transmission; it also has special-purpose frames such as for SID, speech lost and no data indications. Different from AMR, G.729B keeps fixed-length data frames for active state including SID/no-data frames for inactive state. 
One important characteristic is that VoIP or MPEG video in uplink direction experiences less jitter variation than in downlink. This is because the delay from applications to SAP (typically MAC SAP) in UE can be ignored. Note that there is latent network delay in downlink direction. This observation leads us to a strong preference for that a well-defined scheduling policy will reduce the overhead of reporting SI to satisfy the associated QoS requirement.
AV traffic forwards packets with variable-size at non-periodic basis. This type of traffic may incur frequent random accesses to report SI, which will degrade uplink performance. To reduce undesirable or frequent random accesses, some efficient scheme in BS may be needed to obtain SI timely.  
3. Resource Request

Resource request is a process that UE sends SI to BS in order to get an uplink resource for packet transmission. SI may include buffer occupancy, and head-of-line (HOL) delay, and so on. For efficient scheduling, SI should be timely reported with sufficient information. The timeliness is crucial with respect to providing QoS and bandwidth efficiency, since delayed reporting may incur latency which makes the transmitted packets obsolete to receiver. Sufficient information enables the scheduler to be flexible when applying current or future algorithms.
SI can be transmitted by means of:
· MAC status PDU (stand-alone type)
· MAC PDU with data (piggybacking type)
· Random access message
· Dedicated physical control channel
4. Uplink Scheduling

The following scheduling services can be supported in BS:

· Periodic allocation with fixed-size (PF) service
· Periodic allocation with variable-size (PV) service
· Periodic query (PQ) service
· Best effort (BE) service
4.1. PF service

PF service means that BS allocates a predefined (fixed) amount of uplink resource on the basis of periodic time interval. This service can be optimized for PF traffic. 
The periodicity and allocation amount are negotiated at a connection-setup phase based on the associated codec. Basically, one sampling instance is the target for determining the pair of the periodicity and amount to minimize delay. However, they can be extended to accommodate more than one sampling instance. 
After the connection setup, BS tries to allocate resources on regular time base. Thus there is no need for UE to perform random accesses for being scheduled by sending SI. In order to minimize the delay between UE and BS, it is recommended that the periodicity should be made, as soon as possible, in the slot just after packet arrivals. Figure 1 illustrates the basic normal operation.
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 Figure 1. Resource allocation for PF service

The normal operation will not be maintained in the case of the following “out-of-sync” events: 1) the scheduler does not allocate resources at a proper time intentionally or due to lack of resources, 2) UE fails to decode the resource allocation information, 3) BS fails to decode the corresponding uplink transmission, and 4) a sampling error occurs in the source, all of which can make the current allocation timing is not valid. These four cases cause undesirable packet delay and loss. For the first case, BS still knows how many packets are waiting in buffer, thus can take account of the buffer status in the next scheduling time. However, for the second two cases, BS has no idea of the buffer status because it has no information on whether this error has occurred due to 2) or 3); in the case 3) UE has already transmitted and ended up with buffer empty after that, but in the case 3) one packet is still waiting not transmitted; a sequence of these errors would prevent UE from resuming the normal operation. One possible remedy is to compensate for all erroneous transmissions by allocating sufficient resources at the very next occasion to accommodate all packets not transmitted, but this may result in waste of bandwidth. Another is to receive SI on the current number of packets from UE. At this moment, UE can make use of the current allocation to transmit SI instead of packet transmission at the cost of one packet transmission delay, expecting the next allocation to be sufficient, for example, for two packets. For the last case, the adjusted allocation timing needs to be reported possibly with additional buffer occupancy.
On the other hand, one important thing to keep in mind is how to transmit the associated RTCP packets (of course, this consideration is valid when using RTP protocol for packet transmission) [5]. Generally RTCP packets use different port number from that used for RTP traffic stream. This fact enables the scheduler to serve the RTCP packets on a different logical channel employing some different scheduling policy. A more efficient way could be to combine two streams into one in terms of resource request. Hence, the associated RTCP packet occupancy needs to be reported if any.
Based on this understanding, the following SI, which is not exhaustive, can be defined for PF service:

· Current number of packets (SDUs) not transmitted yet
· Allocation timing adjustment

· Buffer occupancy for RTCP packets 
4.2. PV service
PV service is optimized for PV traffic which generates variable-size packets on periodic basis. Since jitter variation is negligible as in PF traffic, resource allocation can be performed according to the traffic pattern as close as possible. The main difference from PF service is that at every packet transmission the information about additional buffer occupancy which will have not been transmitted after current allocation is reported. The scheduler takes into account the reported buffer occupancy in the next allocation. Of course, advanced allocation (which means the allocation is temporally made on non-regular basis, in particular prior to expected allocation time) is possible in order to give an efficient resource management and provide QoS. This is up to the scheduler. The basic normal operation of PV service is illustrated in Figure 2. 
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Figure 2. Resource allocation for PV service

One important thing is that UE does not need to perform random access to report SI. PV service also gives a way to incorporate RTCP packets with respect to SI reporting. As in PF service, if a sampling error occurs, the recommended allocation timing adjustment can also be reported. 
Hence, the following SI which is not exhaustive can be defined for PV service:

· Allocation timing adjustment

· Buffer occupancy for PV traffic itself plus RTCP packets
The generic method of PV service above can be applied to all types of PV traffic. 
On the other hand, if we carefully follow the discussion on PV traffic in Section 2, two kinds of differentiation on PV service can be thought of according to packet-size variation, i.e., completely variable or quasi variable. This discrimination is for benefiting more efficient use of resources at the cost of some complexity. Now PV service can be divided into the following sub-scheduling polices:
· PV with complete variation (PV-c) service
· PV with quasi variation (PV-q) service
PV-c service is just identical to the generic PV service; this may target for MPEG video. PV-q service combines the generic PV service with a supplementary mechanism which could be customized to VoIP with silence suppression and/or multi-rate. In specific, suppose that allocation is performed on one-packet transmission not cumulative basis and that temporarily no RTCP packets are generated. In this case, a more efficient way of resource request is possible than fully reporting absolute buffer occupancy: just piggybacking the frame-type index of the next packet waiting, which will be either of data frame, SID frame, or no-data frame (in the case of AMR, the frame type index is more extended due to rate-dependent data frames and additional speech-lost frame); the number of bits required for the index depends on codec. Accordingly, an additional content of SI for PV-q service can be defined as:
· Frame type index
Of course, this mode of operation (named as Limited Mode) may be useful in the quite limited situation mentioned above. As soon as UE detects a need for escaping Limited Mode (e.g., an RTCP packet arrives), it should immediately switch to the original mode of the generic PV service (named as Normal Mode). Mode switching between them is basically at UE’s discretion (mode indication is additionally needed). As mentioned, there are some trade-offs between the generic PV service and the supplementary PV-q service. Currently we just have a logical preference for PV-q service in terms of bandwidth saving, so adaptability needs to be investigated, which is now within our range of study.
4.3. PQ service

PQ service means that BS periodically allocates some uplink resources for the purpose of receiving SI. That is, BS periodically queries UE about how much data volume it has. This service targets for AP traffic. Basically, the query interval can be negotiated at a connection-setup phase. In response to the query, UE reports SI, such kind of buffer occupancy and HOL delay. At each packet transmission, UE can also include SI concatenated with data. Moreover, in order for this service to be effective, reporting SI using random access can also be used. For example, let us suppose that new packets are forwarded after buffer empty. Then UE waits for query. If UE does not get an allocation during the query interval, then it tries random accesses to report the current SI. Both BS and UE can maintain the query interval independently each other with same or different length. 
On the other hand, end-of-buffer indication could be informative to BS for updating the buffer status. This indication tells BS that UE has no further packets waiting for transmission. 
Hence the following SI can be considered:
· Buffer occupancy

· HOL Delay

· Buffer-empty indication

Updating SI at BS side can be performed as follows:

· When buffer-empty indication is reported, BS sets:
-  HOL delay = NULL and buffer occupancy = 0. 
-  HOL Delay need not be updated afterwards.
· When both buffer occupancy and delay is reported, BS sets:

-  HOL delay = reported HOL delay and buffer occupancy = reported buffer occupancy.
· When data are received without SI, BS updates the buffer status by means of current buffer status and received data volume, that is, BS sets:  
-  buffer occupancy = min(current buffer occupancy – received data volume, 0)

-  HOL Delay need be updated continuously afterwards.
4.4. BE service

BE service is similar to PQ service, except that the query procedure is not employed. That is, reporting SI is only performed by random accesses or by concatenating SI to data transmission. In case that the reporting has not reached BS, a certain number of sequential random accesses can be tried. After buffer empty, if new packets have entered the buffer, UE can immediately tries random accesses to report SI. The recommended SI is same as PQ service case.
5. Conclusion

The conclusions are:
· Random access for resource request should be minimized by well-defined scheduling policies.
· Sufficient scheduling information should be transmitted in order to enable BS to utilize good scheduling algorithms.

· MAC PDU for uplink may need to be designed independent with that for downlink considering resource request mechanism.
· If dedicated physical channels are supported for sending SI, the periodicity of allocating the channels should be carefully designed in terms of QoS supporting and bandwidth availability.
· Uplink-HARQ can be aligned with resource request and scheduling policies.
· PF, PV, PQ, and BE services defined in this contribution could be used as basic scheduling policies in EUTRAN.

The proposal is:

· If the basic concept of PF, PV, PQ, and BE services defined in this document is agreed, the concept with the proposed operations can be captured in TR 25.813 [6].
The detailed procedures (including how to deal with erroneous cases) and some analysis will be introduced in upcoming RAN2 meeting.
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� At each periodic sampling instance, a lot of packets with different sizes may be generated.
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