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1.
Introduction
In this document we examine potential downlink RAB configurations for supporting VoIP without using secondary scrambling codes. We assume two phases to the data delivery, steady state, where full compression is achieved and where only limited control signalling needs to be exchanged and traffic burst state, which occurs when a lot of control traffic needs to be sent (initiation/termination of call, or RoHC signalling to (re)initialize the context).
Steady state constitutes the phase where efficiency (both in terms of power and code utilization) is most critical. Bursts of traffic are likely to occur quite seldom, therefore their impact in terms of capacity is likely to be minimal. 

In this document we look at the VoIP traffic in steady state and try to initiate a discussion on the exact traffic characteristics that need to be supported. Then we consider different potential configurations for supporting the steady-state and look at their potential performance. Finally, we consider the control traffic sources during transition conditions and try to identify the type of configuration needed to support it.
2.
VoIP Traffic Assumptions
2.1
AMR Frames
The AMR payloads as derived based on [1] are:
	Codec Mode
	Class A
	Class B
	Class C
	# bits per slot
	# bits w/ Overhead
	# bytes w/ Overhead

	AMR_12.20
	81
	103
	60
	244
	256
	32

	AMR_10.20
	65
	99
	40
	204
	216
	27

	AMR_7.95
	75
	84
	0
	159
	176
	22

	AMR_7.40
	61
	87
	0
	148
	160
	20

	AMR_6.70
	58
	76
	0
	134
	144
	18

	AMR_5.90
	55
	63
	0
	118
	128
	16

	AMR_5.15
	49
	54
	0
	103
	120
	15

	AMR_4.75
	39
	56
	0
	95
	112
	14

	AMR SID
	39
	0
	0
	39
	56
	7

	NULL
	0
	0
	0
	0
	0
	0


In this document we will only consider the AMR_12.2, SID and NULL frames.
2.2
RoHC Overhead

In steady state, i.e. after the RoHC de-compressor has obtained the initial state, the protocol should generate 1 or at most 2B headers, considering the expected regularity of the IP header for VoIP. In the calculations below we will assume that the RoHC overhead will be 2B. In addition to this, if it is configured by the application (expected to be done most of the time), RoHC will need to include in the header the two byte UDP checksum. Finally, in order to support the traffic on the opposite link we will also need to provision some room for the feedback information.

There are two types of feedback packets in RoHC. The ACK-only feebback packets are 2B and the NACK packets are larger than 3 Bytes long. NACK packets are only needed once the de-compressor has established that there is a de-synchronization in its state. Given the reliability of the wireless link in cellular systems, such events should occur very seldom. Furthermore, given the severity of their impact (voice is interrupted until the context is re-synchronized) it does not seem to be a big deal to not support them in the steady-state configuration. Therefore, we will only provision for 2B of feedback.

Therefore, the total RoHC information we will provision for are 6 Bytes:

· 2Bytes for RoHC header

· 2Bytes for UDP Checksum

· 2Bytes for Feedback (ACK)

In order to account for the larger discontinuities in the RTP time-stamp when sending silence descriptor we will count one extra Byte (7 Bytes in all).

Note that these values are mostly important for calculating the rate-matching of the transport channel on which the data will be sent out. In order to simplify the calculations we will also assume that this overhead is always sent even though in practice some of this information (e.g. the feedback header) may be transmitted with a lower duty cycle.
2.3
RLC Overhead

Since VoIP will be sent on a PS connection, the packet sizes received from upper layers are not predictable. It is therefore impossible to use TM mode for RLC. RLC-UM is needed to perform segmentation and concatenation of SDUs into PDUs. Typically, one would want to be able to transmit an entire SDU in one PDU. This means that RLC would need to include the header plus an LI in every TTI. This represents an additional overhead of 2 bytes.

Note that in practice, in order to avoid the doubling of the error rate, it would also be necessary to indicate the fact that the SDU begins in the same PDU. The current protocol requires an extra Byte overhead for this purpose. At the last RAN2 meeting however it was agreed that we would modify the protocol in order to do without this additional overhead.

2.4
Overall rate increase

The peak data-rate that needs to be supported for VoIP would therefore correspond to the transmission every 20ms of a payload including the following:

· 32 Bytes of AMR payload;

· 6 Bytes of RoHC header; and

· 2 Bytes of RLC-UM header.

The total corresponds to 40Bytes, or in terms of data-rate, 16kbps. This represents a 30% increase compared to the base-line R’99 full-rate AMR. For SID the increase is higher and for Null-rate, where no data is sent out in either scenario there is no increase at all.

Conclusion: We propose to use 40 bytes as the largest VoIP packet to assume in dimensioning the RAB.
3
Alternative Steady-state Configurations
3.1
Description of alternatives

We consider the following alternatives:

	Scheme
	Traffic
	Format Detection
	1 x 0 Null Format
	Rate Matching Position
	Slot Format

	1
	CS
	BTFD
	Yes
	Fixed
	8

	2
	CS
	TFCI
	No
	Fixed
	8

	3
	VoIP
	BTFD
	Yes
	Fixed
	8

	4
	VoIP
	TFCI
	Yes
	Fixed
	9

	5
	VoIP
	TFCI
	No
	Fixed
	9

	6
	VoIP
	TFCI
	Yes
	Variable
	9

	7
	VoIP
	TFCI
	No
	Variable
	9


In the table above, the Traffic type indicates whether we consider circuit switched voice or VoIP traffic. In the case of VoIP, the traffic characteristics defined in section 2 apply. The column on format detection indicates whether BTFD (Blind Transport Format Detection) or TFCI is used. The column on 1x0 Null Format indicates whether a single transport block of zero size is transmitted during silence periods. This format allows to include a CRC in zero-rate transmissions and is used for two purposes, identifying zero-rate transmissions (required for BTFD) and updating the outer-loop during silence periods. When using TFCI, it can be argued that the 1x0 format does not strictly speaking need to be used. Both alternatives are considered here.

The column on Rate-Matching Position indicate whether the peak data-rate of all the transport channels can be achieved at the same time. With the variable position, the idea is that we would define the code-rate of the VoIP traffic so that the symbols of that transport channel occupy all the symbols. Such configurations (6 and 7) are provided only for comparison’s sake as the would lead to blocking or traffic loss when both DCCH and voice traffic are available at the same time. 

Note that the slot formats correspond to the following configurations:

	Slot Format
	Bit rate
	Smbl rate
	SF
	Bits/slot
	# D1 bits
	# D2 bits
	# PC bits
	# TFCI bits
	# Pilot bits

	8
	60
	30
	128
	40
	6
	28
	2
	0
	4

	9
	60
	30
	128
	40
	6
	26
	2
	2
	4


3.2
Code-Space Split

3.2.1
Transport Channel Split

We assume that there is no UEP for VoIP. Therefore, contrary to R’99 there would be a single transport channel carrying voice traffic.
3.2.2
Relationship between DCCH and RTP code-rate

When we change the payload size for voice it will be necessary to adjust the code-rate. One possibility is to maintain the number of symbols we use for the DCCH and simply absorb the code-rate impact only on the voice. This would however not make much sense considering that the two TrCHs are on the same DPCH, and as such their power is adjusted in tandem. Instead, it would be best to adjust the number of symbols allocated to each TrCH so as to maintain a fixed relationship in their code-rates.

For the R’99 configuration that we have been using, we have the following code-rates:
	Frame Type
	Info bits
	DTCH Coded symbols
	DTCH Code-rate
	DCCH Coded Symbols
	DCCH Code-rate
	Other Data bits
	Pilot Symbols
	PC Symbols
	Total symbols

	Full
	101
	308
	0.33
	228.00
	0.36
	484
	120
	60
	1200

	SID
	59
	180
	0.33
	228.00
	0.36
	0
	120
	60
	588

	Null
	20
	61
	0.33
	228.00
	0.36
	0
	120
	60
	469


Based on this, we can see that the ratio of the DTCH to DCCH code-rate is: 0.33/0.36 = 0.917. In the calculations in [2] we assumed 0.92 for simplicity.

3.2.3
Resulting split

	Scheme
	Frame Type
	Info bits
	DTCH Coded symbols
	DTCH Code-rate
	DCCH Coded Symbols
	DCCH Code-rate
	Other Data bits
	Total symbols

	1
	Full
	101
	308
	0.33
	228
	0.36
	484
	1200

	
	SID
	59
	180
	0.33
	228
	0.36
	0
	588

	
	Null
	20
	61
	0.33
	228
	0.36
	0
	469

	2
	Full
	101
	287
	0.35
	214
	0.38
	458
	1199

	
	SID
	59
	168
	0.35
	214
	0.38
	0
	622

	
	Null
	0
	0
	N/A
	214
	0.38
	0
	454

	3
	Full
	340
	834
	0.41
	185
	0.44
	0
	1199

	
	SID
	148
	364
	0.41
	185
	0.44
	0
	729

	
	Null
	20
	50
	0.40
	185
	0.44
	0
	415

	4
	Full
	340
	785
	0.43
	174
	0.47
	0
	1199

	
	SID
	148
	342
	0.43
	174
	0.47
	0
	756

	
	Null
	20
	47
	0.43
	174
	0.47
	0
	461

	5
	Full
	340
	785
	0.43
	174
	0.47
	0
	1199

	
	SID
	148
	342
	0.43
	174
	0.47
	0
	756

	
	Null
	0
	0
	N/A
	174
	0.47
	0
	414

	6
	Full
	340
	960
	0.35
	0
	N/A
	0
	1200

	
	SID
	148
	418
	0.35
	0
	N/A
	0
	658

	
	Null
	20
	57
	0.35
	0
	N/A
	0
	297

	7
	Full
	340
	960
	0.35
	0
	N/A
	0
	1200

	
	SID
	148
	418
	0.35
	0
	N/A
	0
	658

	
	Null
	0
	0
	N/A
	0
	N/A
	0
	240


3.3
Power usage/Capacity

In this section we are providing a simplified static power usage analysis to compare these different configurations. The calculations rely on the following assumptions:

· Full RoHC header (6B) is assumed to be sent at every TTI

· DCCH is not transmitted (symbols are always DTXed)

· Fixed set-point for all rates (this is not perfectly accurate based on the latest simulation results in [3])

· Fixed set-point offset based on code-rate difference and required Eb/Nt offset (linearly - in dB - increasing degradation from 0 to 0.5dB as code-rate varies from 1/3 to ½)

· Adjusted power offset between DPCCH and DPDCH in order to preserve constant average DPCCH level

For each AMR rate (FULL, SID, NULL), and for each scheme i, the power reference can be computed as:
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In this equation, R represents the code-rate for the particular AMR rate.

In this analysis we assume that scheme 1, i.e. the R’99 configuration represents the reference. For every other scheme and for each rate, we can determine the power offset using:
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The total power offset, assuming the typical probability of the different rates is:
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The table below captures the power computations in [2] for all the schemes:

	
	Frame Type
	DTCH Code-rate
	Total symbols (non DCCH)
	Control Info Power Offset
	Eb/Nt Power Offset
	Final energy power offset
	Eff. Control Information offset
	Average power offset
	Linear Power offset

	1
	Full
	0.33
	972
	0.00dB
	0.00dB
	0.00dB
	0.00dB
	0.00dB
	100.00%

	
	SID
	0.33
	360
	0.00dB
	0.00dB
	0.00dB
	0.00dB
	
	

	
	Null
	0.33
	241
	0.00dB
	0.00dB
	0.00dB
	0.00dB
	
	

	2
	Full
	0.35
	985
	-0.30dB
	0.00dB
	0.29dB
	0.01dB
	0.24dB
	105.57%

	
	SID
	0.35
	408
	-0.30dB
	0.00dB
	0.67dB
	0.00dB
	
	

	
	Null
	N/A
	240
	-0.30dB
	0.00dB
	-0.01dB
	0.01dB
	 
	 

	3
	Full
	0.41
	1014
	-1.00dB
	0.23dB
	1.20dB
	0.17dB
	1.05dB
	127.27%

	
	SID
	0.41
	544
	-1.00dB
	0.23dB
	2.65dB
	0.16dB
	
	

	
	Null
	0.40
	230
	-1.00dB
	0.21dB
	0.19dB
	0.07dB
	
	

	4
	Full
	0.43
	1025
	-1.33dB
	0.30dB
	1.47dB
	0.18dB
	1.50dB
	141.23%

	
	SID
	0.43
	582
	-1.33dB
	0.30dB
	3.09dB
	0.18dB
	
	

	
	Null
	0.43
	287
	-1.33dB
	0.28dB
	1.17dB
	0.08dB
	 
	 

	5
	Full
	0.43
	1025
	-1.33dB
	0.30dB
	1.47dB
	0.18dB
	1.27dB
	133.92%

	
	SID
	0.43
	582
	-1.33dB
	0.30dB
	3.09dB
	0.18dB
	
	

	
	Null
	N/A
	240
	-1.33dB
	0.30dB
	0.16dB
	0.18dB
	
	

	6
	Full
	0.35
	1200
	-0.33dB
	0.00dB
	1.19dB
	0.00dB
	1.24dB
	133.18%

	
	SID
	0.35
	658
	-0.33dB
	0.00dB
	2.84dB
	0.01dB
	
	

	
	Null
	0.35
	297
	-0.33dB
	0.00dB
	0.98dB
	-0.04dB
	 
	 

	7
	Full
	0.35
	1200
	-0.33dB
	0.00dB
	1.19dB
	0.01dB
	1.01dB
	126.25%

	
	SID
	0.35
	658
	-0.33dB
	0.00dB
	2.84dB
	0.01dB
	
	

	
	Null
	N/A
	240
	-0.33dB
	0.00dB
	-0.01dB
	0.00dB
	
	


3.4
Discussion

3.4.1
Performance

From the results provided above we can note the following:
· Code-rate when mapping VoIP to an SF128 code is acceptable.

· There is some performance loss when using the TFCI, even when not using the 1x0 TB size (~5%).

· Based on the assumptions above, the capacity loss for VoIP should be in the order of 27%.

Note that at least in our CS voice capacity simulations, the code limit is reached a little before the power limit (about 10% difference). This means that the current CS voice capacity cannot really exploit the improvements in receiver performance obtained thanks to the use of advanced receivers. Since the link gains yielded by these schemes is likely to outweigh the 27% additional power required by VoIP, the overall capacity should not be affected. 
Of course this discussion assumes a carrier dedicated to voice. For mixed voice/data carriers any liberated resources could be used to boost the HSDPA performance.
3.4.2
To TFCI or not to TFCI
Based on the results in section 3.3, there will be some performance degradation when using a TFCI. The level of degradation mostly depends on whether the 1x0 format is still required in order to help with updating the outer-loop target. If we do not require it then the degradation would be in the order of 5%. If we do then the degradation would increase to as much as 14%.
In general, the use of the TFCI would only make sense if we can leverage variable position rate-matching to handle un-expected bursts of traffic and to provide more efficient support for SIP. For example, when using variable position rate-matching the peak data-rate for voice could be increased from 16kbps to almost 20kbps (~25% increase). Therefore, when no RRC traffic is available, which is most of the time, the VoIP rate could be increased to e.g. speed up the transmission of RTCP or un-compressed voice frames. Similarly, during voice silence periods, the RRC signalling could be transmitted at rates as high as 20kbps. Finally, with fixed rate-matching position, the SIP bearer would need to be mapped on the same transport channel as either the voice or DCCH. The latter would likely make more sense, so that it is possible to send some SIP data without disrupting the voice. With variable position rate-matching instead a new transport channel could be created for this purpose with its own QoS characteristics.
Of course, this increase in data-rate is unlikely to effectively accommodate the large bursts of SIP or RTCP traffic. It could however help mitigate the impact until a re-configuration to a larger SF can be performed.

4.
Traffic Bursts

4.1
Scenarios

Un-compressed headers

RoHC will need to be initialized with the header context at the beginning of the call. Beyond this, RoHC is quite robust and it is unlikely that the context would need to be sent out again unless there is a significant change at the application level (e.g. IP address). 
Each un-compressed header occupies the equivalent of about 3 RTP packets’ worth of bandwidth (IPv6 and 12.2kbps AMR). An un-compressed header would likely be sent out a couple of times to make sure the transmission goes through. This would mean that ~6-8 packets (140ms) would be affected (lost or traffic delay). This kind of impact is probably acceptable considering how rarely such events would occur.
Conclusion 1: extremely infrequent.

Conclusion 2: cannot use DCH re-configuration in steady-state

RTCP Traffic

In general, SA2 and SA4 seem to agree that in the typical PtP call scenario, RTCP traffic does not need to be sent. SA2 however still wants RAN2 to support it for multi-party scenarios. Multi-party calls however would most likely not be an issue as the required peak data-rate would be much higher (multiple voice bearers), resulting in better statistical multiplexing and lower overhead. Therefore, in general RTCP does not seem to be a big issue.
Furthermore, within RAN2 we have assumed that RTCP could be supported efficiently if it can be mapped by CN on a separate PDP context. In that case, the RAN could leverage the higher delay and error resilience of this traffic to transmit it after a re-configuration to a higher rate DCH.

Conclusion: could use DCH re-configuration in steady-state if RTCP is mapped on separate PDP context.

SIP Traffic

SIP traffic mostly takes place at the beginning and the end of the call. SIP messages can be quite large, though in the end they are likely to be compressed. During the call there might be some data exchange for user functions such as IM or presence, or maintenance procedures such as vocoder re-configuration. User traffic sent through SIP is quite delay tolerant. As for vocoder change type of operations, they would anyway result in some data loss.
Therefore, it appears as though SIP traffic could easily be handled using radio-bearer re-configurations. It would make sense to start sending the messages at the low rates available in the steady-state configuration while at the same time initiating the re-configuring of the bearer to speed up the process.
Conclusion: can use DCH re-configuration in steady-state to speed-up the procedure.

4.2
Discussion

There is definitely a need for a higher-rate configuration in addition to the steady state one to handle the traffic at the beginning and the end of the call. 
Although during the call, in most circumstances, the steady-state configuration will allow to transmit control data with limited impact on voice, there is still a need to be able to quickly transition to a higher rate in cases where RTCP is mapped on a separate PDP context or where SIP messages are sent.
For such a higher-rate bearer, SF64 should be more than sufficient. Given that it will be able to support up to 40kbps, there would be enough room to transmit the SIP and RTCP traffic even if we assume that at least half of this will be reserved to service VoIP and RRC.

Given that the DCCH in the steady-state configuration would be relatively slow (3.4kbps, 40ms TTI), it is imperative that we try to optimize the size of the re-configuration messages in order to speed-up the process. This is s typical scenario where stored configurations would make a lot of sense.
Conclusion: optimize the Layer 3 re-configuration procedure to speed-up the changes.
5.
Conclusion
To summarize, this document proposes the following:

· Discuss the exact amount of RoHC/RLC overhead to take into account in designing the RAB.

· Agree that a spreading factor 128 DPCH is sufficient to support VoIP in the steady-state conditions.
· Discuss the question of whether or not to include the TFCI (still need to evaluate the performance without the 1x0 format to decide on the capacity impact).
· Discuss whether the RAB combinations for VoIP should include a separate RAB for RTCP. It seems that we will need to support both cases.
· Agree to use a SF64 RAB combination as a means of initiating/terminating calls as well as clearing the pipes when large packets are received for RTCP and SIP. A multi-code RAB could be used in order to avoid capacity limitations due to code fragmentation.
· Agree on need for enabling fast transitions between these two configurations.
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