3GPP TSG-RAN WG2 #47
                
 Tdoc  R2-051410
Athens, Greece, 9-13 May 2005


Source:
Ericsson

Title:
Hysteresis for RGs from non-serving RLSs

Agenda Item:
12.2 open item 5

Document for:
Discussion and decision

1 Introduction

Currently it is proposed to introduce a prohibit timer (“hysteresis”) to prevent the UE from reacting to multiple consecutive DOWNs from non-serving RLSs. The purpose of this is to avoid the situation where two non-serving RLS schedulers simultaneously experience too high interference and independently of each other send DOWNs, which causes a UE to reduce its serving grant more than the schedulers intended [1]. 

This paper argues that the proposed hysteresis introduces another problem: it slows down the ability for non-serving RLSs to reduce their interference. This in turn requires the serving scheduler to be more conservative when allocating grants, which systematically limits user rates. 

2 Recap of the current working assumption in TS25.309

-
When the UE receives a “DOWN” from a Non-serving E-DCH RLS, a hysteresis is applied. During the duration of the hysteresis period, the UE ignores “DOWN” commands from all non-serving RLSs. Optimizations for dealing with multiple "DOWN"s from a single non-serving RLS are FFS. The length of the hysteresis is [20ms] for 2ms TTI and [40ms] for 10ms TTI;

3 Analysis of the working assumption

The working assumption according to chapter 3 is suggested to be used with a fixed RG step size of 1dB. In the following we analyse this proposal. 

As highlighted by [2] and probably acknowledged by everyone, overload may be more severe in one Node B than in other Node Bs. If we acknowledge that this will happen, we need to decide on how to act in that case. The only scheme that we see to let a non-serving Node B indicate the degree of overload severity is by sending multiple DOWNs. 

Then the question is how fast multiple DOWNs can be sent. In the proposal in [2], this time is proposed to be 40ms. (I.e. a trial-and-error scheme is proposed whereby the Node B sends one DOWN and evaluates the situation before potentially sending another one.) This should be compared with a hysteresis-free scheme that allows the Node B to send a DOWN once per TTI.

We have studied a simple scenario in which a serving cell starts to schedule a UE with a rather high rate, and where a non-serving cell is already rather loaded with DCH traffic. In this case, the non-serving cell will need to send DOWNs to manage its interference. The purpose is to illustrate the impact of slower or faster DOWN-rating.

Numerical assumptions:

· RoT in serving cell: 3dB

· RoT in non-serving cell: 5dB

· "Max RoT limit" in the cells: 6 dB

· UE pathloss: same to both NodeBs
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Figure 1. Different serving cell AGs and resulting noise rise in the non-serving cell.

The diagram shows that if the serving cell sends an AG corresponding to ~600 kbps, then it results in RoT overshoot in the non-serving cell, which takes four DOWNs to handle (from 8 dB down to 6dB). With the proposed hysteresis RoT overshoot would remain for 120ms. Without the hysteresis, it would only take 40ms(10ms TTI) or 8ms (2ms TTI).

If the serving cell is more conservative and only schedules ~200kbps, one DOWN is sufficient to get down to 6dB. (Similarly, if E-DCH interference would dominate in the non-serving cell, the interference reduction would also be faster since multiple UEs would react to the DOWN. However, E-DCH will not dominate cell traffic in the near future.)

Our conclusion from this simple example is that with the hysteresis applied, we limit the possibility for non-serving cells to fast alleviate a sudden RoT overshoot. This means that that the serving cell scheduling policy has to be more conservative, which has a systematic negative impact on end-user performance. It was acknowledged in [3] that the serving cell scheduler has to apply a ‘careful’ allocation policy. We would like to emphasize that the less aggressive policy that the EUL concept allows, the worse is the end user performance.  

The performance could possibly improve if the RG step size would be larger for higher UE bit rates. Then, the largest interference contributors would at least reduce their rate somewhat faster. 

4 Options for dealing with the original problem

Given the apparent shortcomings of the current working assumption, looking at alternative solutions becomes of interest. Two other options for dealing with the originally highlighted problem have been identified:

1. Do nothing. Examples of the probability of the UE having an active set with more than two legs are 5-10% [4-5]. Assuming that the non-serving RGs are used as an ‘emergency brake’ function, the probability that two or more non-serving RLSs send DOWN almost simultaneously will be at most fractions of a percent. Also, the impact of this event is only an occasional rate limitation for the UE, not a systematic negative impact. In [3] is has been claimed that at full load, non-serving schedulers would normally send DOWN on a regular basis. This is not our view, and we believe that it is not the general view of RAN2 (companies have even proposed to completely remove non-serving RGs, so it is certainly not something that is sent regularly.) In summary, we see ‘doing nothing’ as a feasible option.

2. Apply the proposed hysteresis but only between different RLSs. The UE still reacts to multiple RGs from a single RLS, which allows that scheduler to send multiple RGs fast to reduce a high RoT overshoot. However, as pointed out in [2], this means that after one RG from one RLS, the UE will not obey multiple RGs from a second RLS until after the hysteresis period. This second RLS will thus not down-rate this UE but other UEs that did not have the first RLS in their active set. In other words, it slows down the UE reaction in some cases, and also causes slightly strange unfairness situations. This option does not seem to be preferable. 

5 Proposal

Given the observations in this paper, we currently prefer to remove the hysteresis altogether and live with the occasional originally highlighted problem, i.e. that two cells send DOWN at the same time and those UEs that have both cells in the active set reduce their rate more than each cell scheduler intended. 

In general, we should avoid solving a problem and at the same time introducing another one, and this paper has shown that the hysteresis is likely to imply lower scheduled data rates from the serving cell. 

Removing the hysteresis will also lead to less stage 3 specification effort and reduced UE complexity. 

If companies do not accept to change the working assumption and remove the hysteresis, it should preferably be configurable to allow the network to switch it off if it turns out to hamper user rates too much. 

Finally, hysteresis does not seem to operate that well with an RG step size of 1dB. Therefore, if hysteresis would be kept as is, with a non-configurable period, we would probably prefer a bitrate-dependent approach for the step size, and that decisions on hysteresis and step size are taken jointly to ensure compatibility.

=================  Text proposal to TS25.309 ================================
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