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1. Summary and recommendations

MBMS is designed to support streaming and download services.  Since fast multiplexing (on a TTI by TTI basis enabled by TFCI) is beneficial for bursty traffic, such as web browsing, it is worth investigating whether TFCI is helpful for MBMS services.  We present some illustrative simulation results on the benefit of fast multiplexing for MBMS traffic, attempting to examine conditions where it would be of most benefit.  We observe:

· For low data rate streaming video traffic, the OVSF resource savings from fast multiplexing are significant only if there is little network buffering.

If up to 8 32kbps streaming video services are multiplexed onto a single physical channel, the OVSF resource savings is as high as a factor of 2 if 20ms buffering is assumed.  However, if buffering of 320ms or more is used, OVSF resource savings are about 10% or less.

Given this limited benefit of fast multiplexing for streaming traffic, we would conclude that TFCI is not needed for efficient usage of OVSF resource provided there is adequate transmission buffering.  The alternative approach to fast multiplexing is to use a fixed rate channel with single transport format detection and slow scheduling information provided by control signaling. The use of single transport format detection may also be beneficial from a UE complexity point of view, especially when soft combining is considered.  

We would therefore ask for the RAN2 view on the amount of transmission buffering that may be assumed for MBMS services.
2. simulations

We simulated multiplexing multiple 32kbps streaming video users onto a common physical channel.  Since the use of multiplexing services on a single OVSF resource is principally to save OVSF resource (the network can DTX to save power without multiplexing), we compare the OVSF resource needed for when services are multiplexed together to when they are on separate physical channels.  We consider up to 8 32kbps services, since this seems feasible from a layer 1 perspective assuming macro diversity is used, and since multiplexing gain would come as the number of services increases.  Streaming video services are considered, since these are relatively bursty and have available traffic models.

We use the streaming video traffic model of [
] which has the following parameters:

Video Streaming Traffic Model Parameters

	Information types
	Inter-arrival time between the beginning of each frame
	Number of  packets (slices) in a frame
	Packet (slice) size
	Inter-arrival time between packets (slices) in a frame

	Distribution
	Deterministic

(Based on 10fps)
	Deterministic
	Truncated Pareto

(Mean= 50bytes, Max= 125bytes)
	Truncated Pareto

(Mean= 6ms, Max= 12.5ms)

	Distribution
Parameters
	100ms
	8
	K = 20bytes
( = 1.2
	K = 2.5ms
( = 1.2


We simulated error free reception of data arriving with a 40ms TTI, and varying amounts of transmission buffering in the network.  The maximum transport block size was chosen such that the data transmission was fast enough so that no more than 0.1% of the packets would be lost due to buffer overflow.  Data from one or more services were multiplexed together onto a single physical channel. The experiments were run multiple times, with the services at different random delays relative to each other to ensure that the (relatively periodic) data rate peaks occurred at different delays.  The gain from multiplexing was then calculated as:

Multiplexing Gain = N * TBmax(1 Service) / TBmax(N Services)

Where:

TBmax(N Services) is the maximum amount of data sent in a single TTI for N multiplexed services.

This multiplexing gain is plotted in figure 1 below for when 4 and 8 users are multiplexed together.  The multiplexing gain gives an indication of the OVSF resource required when multiplexing N services onto a single resource compared to mapping services onto separate resources.  We observe that if little network buffering is used, then OVSF resource efficiency is improved by nearly a factor of 2.  However, if hundreds of milliseconds of delay may be assumed, then OVSF resource gains can be as low as 5%

3. ReferenceS
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Figure 1

[�]	3GPP2 TSGC-WG3, “CDMA2000 Evaluation Methodology”, 3GPP2 C.P1002, version 0.3, section 4.1.6, July 23, 2004





