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1.
Introduction

EUL promises to introduce support for higher data-rates in UL, the way HSDPA did for downlink. Of course, as with HSDPA, we want the new channels to be able to provide concurrent support for services with different QoS requirements.
In [1] a definition was proposed for the new E-DCH transport channels, and it was argued that there was a lot of complexity associated with supporting transport channel level multiplexing within EUL. The conclusion was that only data from one transport channel would be sent within one TTI.

Of course, some kind of multiplexing would be needed in order to ensure that the new channel can provide adequate delay and frame-fill efficiency. Consider the case where we have a VoIP call with low latency requirements running along-side an FTP upload. If we assume a 10ms TTI, and if VoIP transmissions need to take place every 20ms, this 16kbps stream could occupy one in every two HARQ processes, leading to almost 50% degradation in uplink peak data-rate.

In this document we look at L2 impacts from using transport channel level multiplexing and provide a scheme with which logical channel multiplexing can be used to achieve good frame-fill efficiency. Finally, we identify a few areas where more work will be needed in order achieve good performance. 

2.
Background
Release ‘99
In R’99 proper QoS support and frame-fill efficiency is achieved through transport channel multiplexing. This means that transmissions on pipes providing different QoS characteristics to the higher layers can be performed within the same physical layer frame.

Each logical channel is strictly associated with one transport channel (if DPCH alone is considered).

On top of this architecture, priorities are defined per transport channel on downlink and per logical channel on uplink. On uplink the TFC selection algorithm always prioritizes data coming from logical channels with higher priority.

HSDPA

In HSDPA there is only one transport channel defined. However, as argued in [1], it can be set up to support different QoS characteristics at every TTI. 

Logical channels are mapped strictly to one MAC-d flow. 

Multiple priorities can be defined within each MAC-d flow and one of these priorities can be assigned arbitrarily to each PDU coming from one of the logical channels mapped to this MAC-d flow. This assignment is performed at the RNC and is beyond the scope of the standardization effort. 

Only PDUs coming from the same MAC-d flow and with the same priority can be transmitted in the same TTI. This is not very good from the frame-fill efficiency standpoint. However, short delays can be ensured thanks to the use of a very short TTI (2ms). Also, because this is a shared channel, proper resource utilization can be achieved through CDM of multiple users during the same sub-frame.

TFC selection is replaced by TF selection since there is only one transport channel defined.

3.
TFC selection complexity

Many people have argued that the TFC selection scheme that we have right now is too simplistic to provide proper QoS support. The reason is that it performs hard-decisions based on the logical channel priorities, thus not precluding the possibility of starvation for a given stream. 
The problem is that the concept of TFCs in themselves introduces a lot of complexity. The TFCS does not necessarily allow all combinations of transport formats. Also, multiple logical channels, each of them with potentially a different priority and/or configured with a different PDU size could be mapped onto the same transport channel. Given that only PDUs of the same size can be transmitted on one transport channel in the same TTI, it may not be possible to transmit data from these logical channels at the same time. The availability of the data of one is therefore conditioned on whether the data of the other is transmitted.

It is therefore virtually impossible to determine how much data each TFC can carry without going through the process of trying to fill them up. Also, because we require that there would be no transmission of padding blocks, it is necessary to verify that there is enough data to fill each of them before even trying to find the one that optimizes the transmission of higher priority data.

This scheme is quite complex and it is doubtful if UE implementations handle all the possible scenarios of logical channel multiplexing. They probably limit themselves to proper operation using the test configurations.
The complexity of this scheme obviously increases quite fast with the number of TFCs. For a channel that allows data-rates higher than 1Mbit, there could be more than 40 TBs per TTI. Consider how many TFCs that would make if we have three or four transport channels configured.
If on the other hand we define a flexible multiplexing scheme at logical channel level, as is used for HSDPA, determining the amount of data available for transmission would simply be a matter of adding up the amount of data that each logical channel has available. Determining the smallest transport format that can carry this data would be just as simple.

4.
Logical channel to transport channel mapping
As indicated above, strict mapping between logical channels and transport channels cannot be expected to provide decent frame-fill efficiency in circumstances where different types of traffic are present.

However, we see that there are ways to loosen up this association without increasing the complexity of the TF selection scheme.  It would for example be possible to define for each logical channel, a nominal transport channel and a number of alternative ones. These would constitute the set of channels the logical channel can be mapped on.
The transport channel could be selected based on the nominal channel configured for the logical channel with the highest priority data. At this point we do not examine how the priority of the data is determined, i.e. whether it is statically assigned to the channel or is determined dynamically.

Once the transport channel has been selected, it will be possible to determine the largest payload that could be transmitted based on the available power and the maximum beta factor that has been assigned by the UTRAN. If the highest priority data is not enough to fill the transport format, data from other logical channels that can be mapped to this transport channel could be used to “top-off” the transmission. This would help to significantly improve the frame-fill efficiency.
Typically, such behavior would lead to lowering the delay of lower priority data, thus introducing some additional out-of-sequence. This should however be handled pretty easily by the re-ordering protocol which is anyway needed because of the use of HARQ.

Note that the main limitation of logical channel multiplexing relative to transport channel multiplexing is that we would not be able to take full advantage of the delay tolerance defined in the QoS profile of the data in order to improve the physical layer efficiency. However, we feel that with the possibility to configure the set of applicable transport channels for each logical channel, it will be possible for UTRAN to find a good trade-off between UE frame-fill efficiency and physical layer efficiency.
5.
Issues to consider

5.1
Overhead Requirements
In this document and in [1], we are essentially proposing to only transmit one transport block per TTI (obviously for one transport channel also). This would require the introduction of a logical channel level multiplexing scheme similar to what is used in HSDPA through the combination of MAC-d and MAC-hs.

In the case of HSDPA, multiplexing of data of different priorities in the same TTI was not possible. For EUL, the use of longer TTI will likely require the support of this possibility. If we extrapolate from the HSDPA scheme it would be possible to simply assume that the extension mechanism used to support different PDU sizes could also be used to support data for different priority queues.

Based on this design, multiplexing data from logical channels corresponding to different priority queues would require an extra 21bits of overhead. This is probably ok for high data-rates, but may be a bit high at the low end.
Of course, this is only indicative, as it is hard to know exactly how many bits will be needed for multiplexing in EUL at  this stage. Indeed, the uplink data-rates will likely not be as high as in the downlink, though with a 10ms TTI, the payload sizes may still be about the same as for HSDPA. Also, with a 10ms TTI, the number of HARQ processes required will most likely be smaller than for HSDPA, leading to needing a smaller TSN. In [2] it is even argued that depending on the HARQ protocol design it may be possible to get rid of the TSN altogether.
In general however we should try to find ways to optimize the signalling.

5.2
Transport Block sizes
As in the case of HSPDA, multiplexing data with variable size MAC headers and variable PDU sizes will lead to arbitrary payload sizes. The difference between the payload size and the actual transport block size would be made up of padding and therefore wasted.
We therefore need to somehow optimize the set of transport block sizes in order to minimize the amount of padding. This could be done either by introducing a large enough number of TB sizes that the padding is limited in all circumstances, or by restricting the choices in terms of the RLC PDU sizes and trying to match the transport block sizes to these.

In order to achieve the same payload overhead in EUL as in HSDPA, and assuming a peak data-rate of 4Mbits compared to 14Mbits, we would need 256 (number of HSDPA TB sizes) * 5 (10ms vs. 2ms) * 4Mbit/14Mbit = 365TB sizes. This could be signaled using 9 bits. 

Note that for EUL, even though the code-rate is variable there is no need to signal it explicitly since implicit rules could be established to derive it from the transport block size. Also, only one modulation will be supported. This means that we cannot assume that such information can be used to narrow down the applicable set of TB sizes, as it was in the case of HSDPA. This means that all 9 bits would need to be signaled out of band.

6.
Conclusion
Performing the multiplexing at transport channel level raises some complexity issues in L2 as well as in L1. Indeed, TFC selection as it is right now would become un-manageable in light of the potential peak data-rates.
Logical channel multiplexing can be used to enable the multiplexing of data meant for different transport channels into the same transmission. Some configuration will be needed to ensure a proper trade-off between frame-fill and physical layer efficiency.
Therefore, we propose to agree that there will only be transmission on one E-DCH transport channel during a given TTI.

RAN2 should try to optimize the multiplexing scheme so as to reduce the overhead resulting from this logical channel multiplexing. We also need to find a way to restrict the set of supported transport block sizes, without increasing the padding overhead.

It would be useful at this point to ask RAN1 the number of bits that they expect to be able to provide out-of-band to indicate the transmission format.

5. References

[1] 
R1-040538

E-DCH Structure, Qualcomm, RAN1 #37

[2] 
R1-040542

Re-ordering and synchronous HARQ, Qualcomm, RAN1 #37





















1
4

