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1.  Introduction

RAN1 has asked RAN2 [1] about reasonable assumptions for HS-DSCH scheduling delay for the enhanced uplink evaluations. 

In RAN1 the benefits with a shorter TTI for the enhanced uplink DCH has been discussed in several documents, e.g. [2,3]. In the evaluations, assumptions need to be made on the delays in the system, among others the scheduling delay in DL for HS-DSCH. This document presents simulation results on HS-DSCH scheduling delay for three different scheduling algorithms with varying system load. Proposed assumptions on the scheduling delays are derived to be communicated to RAN1 in response to the LS in [1]. 

2.  Simulation Setup 

The simulations have been performed in a radio network simulator, where a uniform hexagonal macro cellular deployment consisting of seven three-sector sites (i.e 21 cells) is used. Attenuation, antenna gain, shadow fading as well as multi-path fading is modelled. For these simulations the 3GPP Typical Urban delay profile is assumed. For each HS-DSCH user an associated dedicated channel is set-up and modelled with outer and inner loop power control. The scheduling delay in HS-DSCH scheduling is estimated for three different schedulers, Round Robin, maximum CIR (max CIR) and Proportional Fair (PF). The results are obtained through system simulations using a traffic model that models web-browsing. 

In the study the scheduling delay is defined as follows: 

· If the node B transmission buffer is initially empty and new data arrives, the scheduling delay is the time from data arrives to the transmit buffer until the first transmission.

· If the transmit buffer is not empty, the scheduling delay is the time from the user was previously scheduled until the next transmission.

The scheduling delay defined above corresponds directly to the delay observed by applications that send isolated packets (e.g. real time gaming, ping, etc) and it also applies for TCP slow start, for which the delay affecting the performance is the delay observed by the first (two) packets of a new packet burst. 

In TCP slow start segments (packets) are transmitted in bursts separated by the end-to-end round trip time. New segments are released from the sender as soon as new acknowledgements arrive. The transmission of an acknowledgement from the receiver is triggered (no later than) whenever two segments have been received. Thus the scheduling delay for the first two segments is more relevant for the TCP performance in slow start than the queuing delay observer by the rest of the segments.  This is further illustrated in an example in Figure 1 below. In addition to the scheduling delay, the packets may encounter buffering delay, which is caused by having untransmitted data in NodeB buffer when a packet arrives to the NodeB. This delay depends on the MAC-hs buffer dimensioning. This buffering delay has only minor impact on the TCP performance when slow start is considered, and should therefore not be included in the round trip time estimation when analyzing TCP performance.
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Figure 1 Simplified view of TCP slow start with TCP initial window size equal to 3.
When the data transmission is started, the amount of data that TCP transmits is given by the TCP initial window size (1). When the TCP segments are received in the UE, ACKs are generated at the latest when the second segment is received (potentially when the first segment is received depending on the timing relation between the segments). When the third (and last segment in this example) is received, an additional ACK is transmitted after a timer expiry (2). When the ACK for the two first segments is received in the TCP transmitter, new data is transmitted, in this case 3 segments (S4,S5,S6). When the ACK for segment 3 is received, 2 additional segments (S7, S8) are transmitted (3). At latest when the segments S4-S5 are received in the UE, a new ACK is transmitted (4). As can be seen in this example, the TCP slow start mechanism is mainly driven by the received ACKs for the first two segments in each burst. If the other segments in a burst experience buffering delay this is not relevant for the performance. Thus the round trip time suitable for TCP performance analysis depends on the scheduling delay and not the buffering delay.

The data is assumed to arrive aligned with the 2 ms transmission interval, so no alignment delay is included. In case of retransmissions, only the delay of the first transmission is included in the logging. 

The simulations have been performed for 40 and 60 users/cell, for the max CIR and PF schedulers this corresponds to a medium and high load case respectively.  The simulation assumptions are summarized in Section 6.

3.  Simulation Results

In Figure 2 we show the CDF’s of the scheduling delay for two loads, 40 and 60 users per cell. The load of 40 users per cell corresponds to a system throughput that is approximately 70% of the maximum system throughput for max CIR scheduling and 80% for PF. The corresponding numbers for 60 users per cell are 90% for max CIR and 100% for PF.

Studying Figure 2 we can see that although the load is quite high the max CIR and PF schedulers exhibit no or modest queuing delays for a large proportion of the transmissions. For example, at 40 users/cell the queuing delay is less than or equal to 6 ms for 88% of the transmissions. The median delay is in both the medium and high load case equal to zero. On the other hand, a small proportion of the transmissions obtain a substantial delay. For example 2-10% of the transmissions obtain delays that are in the order of 100 ms and larger. For the round robin scheduler the delay is in general larger, also with the round robin scheduler even 40 users/cell corresponds to a heavily loaded system. However, since the round robin scheduler gives high delays it is considered a less attractive implementation choice and is not considered further.
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Figure 2:CDF over scheduling delay. Left hand plot: Medium load, 40 users/cell.  Right hand plot: High load, 60 users per cell.

In Figure 2, different percentiles of the scheduling delay are shown for the maximum CIR scheduling. It can be seen in the figure that the scheduling delay for both 40 and 60 users per cell is modest even for high percentiles. For example the 90 percentile of the delay is 6 ms in the medium load case and 24 ms in the high load case. The median delay is zero for both medium and high load.
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Figure 3: Maximum CIR scheduling. The plot shows some different percentiles (70, 80 90 and 95) of the queuing delay for increasing system load. The system load corresponds to 20, 40, 50, 60, 70, 80 and 90 users per cell.

4.  Discussion and Conclusion

In this paper scheduling delay for three types of schedulers is shown for different system load. For a large fraction of the users the scheduling delay is zero, even for high system load (max CIR and PF). The average scheduling delay however increases with the system load due to that some users experience a rather large delay.

When comparing the results in this paper with the results in [4] it is important to note that the values in [4] includes also the buffering time in addition to the scheduling delay which gives significantly larger values. However, scheduling delay is the most relevant measure for determining TCP performance when TCP slow start is considered.

We believe that for further evaluations of the enhanced uplink, it may be beneficial to consider both a low load case and a high load case.  Assumptions on the scheduling delay could be e.g. 0 ms for low load and 20 ms for high load which corresponds to the 90 percentile of delay in a high load scenario.
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6.  Simulation parameters

	Parameter
	Value
	Comment

	
	
	

	TCP traffic model
	Similar to appendix A.5 in [5]. Truncated log-normal packet size (max 200 kbyte, median 5 kbyte, average 17.2 kbyte). MTU 1500 bytes, delayed ACKs.  No PPP framing. 
	

	RLC configuration
	AM, PDU size 320 bits (256 bits used for 384kbit/s with 2 ms TTI), status prohibit timer set to RLC RTT, poll timer set to RLC RTT+2*TTIUL
	

	HS-DSCH downlink
	Simplified hybrid ARQ protocol. 6 hybrid ARQ processes. 
 Error-free UL and DL signalling. Non-perfect CQI measurements, 4ms delay. 3GPP TU at 3km/h. Initial retransmission target set to 10%.
	


Table 1: Simulation assumptions.
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