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1.
Introduction
When putting together the UTRAN architecture for MBMS, the most natural thing to do was to carry-over the design used for MAC-c/sh. This entailed that the Layer 2 protocols are terminated at the C-RNC and that a different MAC entity is used for each cell, to allow independent scheduling.
Similarly, for the RLC, a number of companies (see [1]) assumed that the same architecture as used for the CCCH would be applied for MBMS. I.e. having different RLC-UM entities for each cell and requiring the receiving entity to re-synchronize after each cell transition. 
In this document we will argue that MBMS has significantly different characteristics from R’99 common channels, and that we should re-examine some of the architectural assumptions captured in the TS.
2.
Background
2.1
RAN WG1

RAN1 is currently discussing a number of improvements on the MBMS physical layer. A very promising scheme (the gains do not seem to be as disputed as for others) is one involving macro-diversity. It is essentially a type of frame selection combining. Of course, it requires that the UE layer 2 can instantaneously shift to accepting data from either of the cells received.

2.2
RAN WG2

At the last RAN2 meeting it was agreed to allow the sharing of PDCP entities among a number of different cells belonging to the same RNC. The PDCP state will therefore be maintained across cell changes (at least some of them). 
In W-CDMA, cells are asynchronous and therefore their relative timing can be off. Although all implementations attempt to control this timing offset, it is not unreasonable to expect differences in the order of 20 or 40ms. In these circumstances, packets could be received out-of-order during cell changes.
Note that none of the header compression algorithms currently supported within 3GPP is able to handle the out-of-sequence arrival of packets. Specifically, in RoHC (U mode) all the packets would be discarded until the reception of a new dynamic context packet. Such a packet is typically transmitted after tens of packets are sent.

At the last meeting we also discussed the handling of the RLC state, but we decided to postpone the decision (this is clearly stated in the meeting report). The latest version of the TS erroneously captured that a different RLC entity would be used for each cell and that the RLC state would be reset after each transition. We expect that the group not take this description as being the working assumption.

3. Cell specific scheduling
The only reason for having different MAC-m entities per cell would be to allow cell-specific scheduling/ rate-selection which could take cell loading into account. It would therefore be possible to vary the instantaneous data-rate based on the common and dedicated channel short term resource utilization (specifically power). These data-rate adjustments could be made on a TTI by TTI basis, but presumably the long term average would have to remain the same across the broadcast area since all cells are getting data from the same source. 
For R’99, having cell specific scheduling for common channel makes sense because each cell is receiving different traffic. For MBMS, the disadvantage is that this could introduce significant time offsets between the streams in different cells. From a service point of view, it would introduce severe jumps when moving from one cell to another. Also, it would lead to degradation in the MBMS quality of service, as it would increase the likelihood that a given cell is unable to catch-up and therefore needs to skip some frames/data. 
Therefore, cell specific scheduling only makes sense for MBMS if its service has lower priority than dedicated connections, in which case it would require flexibility to identify time slots with available resources.
From an architectural point of view, the additional time offset between streams would make it necessary to have a re-ordering layer below PDCP, to shield it from the adverse effects of cell-change.
Of course, the magnitude of the effect would depend heavily on the scheduling freedom that is allowed in each implementation, which is beyond the scope of this standardization effort.

4.
Sharing an RLC entity among multiple cells

In order to support IP data-streams with arbitrary packet sizes, the MBMS layer 2 will need to support framing, and concatenation and segmentation into transport blocks. In R’99, this functionality is provided by RLC.

It is widely accepted that RLC-UM would be able to provide this service. Even though it is possible to have different configurations (e.g. create another layer above RLC and operate RLC in TM), the same issues described here would need to be addressed for the new protocol as well. For simplification, we will therefore assume that RLC-UM is used for the purpose of framing, and segmentation and concatenation.
4.1
Sharing
If the same RLC state is used for two cells, RLC-UM PDUs from different cells could be used to put together SDUs. Therefore, if there is good synchronization between cells, it will be possible to transition from one cell to the other without any loss. The same issue is applicable for the CCCH in R’99. However, in that case the amount of traffic and the SDU sizes are much smaller than we would have in the case of MBMS.
Of course the current RLC-UM protocol does not support out-of-sequence reception of packets. However, all the necessary information (i.e. a sequence number) is available in the RLC header. A receive window would simply need to be defined in the protocol. The simplest way forward would actually be to adopt the exact same protocol as what is currently used for the HSDPA re-ordering protocol. The window and timer stall avoidance schemes could be carried-over as they are. Their values could either be made configurable, or, given that the service is very tolerant to delays, they could be hard-coded.

In this way, PDCP would be shielded from reception of packets out-of-sequence, and it would also be possible to avoid loss even for non-synchronized cells, when moving to a cell that is behind. Based on the RLC-UM sequence number space (128) and assuming an HSDPA like re-ordering scheme (max window size: 64), for a TTI duration of 20ms and 4 PDUs per TTI, it would be possible to support synchronization offsets of up to 320ms.
Impact of cell specific scheduling

If a single RLC-UM entity is shared among multiple cells which support independent scheduling, it will be impossible to support multiple PDU sizes the way it is done in R’99. Indeed, since there is a single RLC entity, it would not be possible to format the data in the way each MAC-m wants. On the other hand it would be possible to transmit a different number of these pre-packed PDUs in different cells, thus preserving some flexibility for each cell to set the rate independently.

From an architectural point of view, it would also be necessary to assume that the MAC-m is performing some buffering of data coming from the RLC, since different cells could be transmitting data at different rates. This could be coupled with a discard mechanism. Of course, since all the entities involved are co-located in the C-RNC, this would not have any impact on the either RAN2 or RAN3 specifications.
None if these issues exist if there is no cell-specific scheduling, i.e. if the same MAC-m is used across all the cells.

4.2
No sharing
If there is a separate RLC-UM entity for each cell, it means that the mobile will need to re-establish the RLC entity after each cell transition. This will likely result in losing the last SDU being received in the old cell, and potentially the first SDU received in the new cell. This loss would be incurred regardless of the level of synchronization of the two cells. Even if cells are perfectly synchronous and the mobile is able to receive the S-CCPCH from both cells for a short time, it would still not be able to maintain service continuity.

Of course, in this case, schemes such as the selection combining being discussed in RAN1 would not work, since data received on different links could not be combined to form a SDU.
Furthermore, because the RLC state is not maintained, it would be impossible for the RLC to re-order packets. If we want to shield PDCP from data received out of sequence, it would be necessary to either handle this within PDCP or introduce a new layer between RLC and PDCP. 
4.3
Summary

Here we provide a summary of the advantages and disadvantages of sharing the same RLC-UM entity among a number of different cells. 

Advantages:

· Better service continuity

· Can support selection combining (still discussed in RAN1)

· Allows the use of RLC for the purpose of re-ordering

Disadvantages:

· If coupled with cell specific scheduling:

·  It does not allow the use of variable PDU sizes.

· It requires buffering at MAC-m level (open to UTRAN implementation since everything is located in the RNC)

· Requires changes to the RLC-UM protocol.

5.
Proposal
This document raises two independent questions:

· Do we want to allow cell-specific scheduling?

· Do we want to allow RLC entity sharing across multiple cells?

The group had agreed in the past that from a UE point of view, dedicated procedures would take precedence over MBMS procedures. This makes sense since from a single UE point of view a call is more important than watching broadcast material. From the UTRAN point of view however, the MBMS quality of service would impact a larger number of users than that of a dedicated connection. Therefore, we would expect the UTRAN to give priority to MBMS PtM transmissions. We propose to specify that cell-specific scheduling will not be supported. Transmissions may of course be DTXed at the Node-B level as they are in R’99 if there is not enough power available.
We propose to allow the sharing of an RLC entity among multiple cells and to modify the RLC protocol to encompass an HSDPA like re-ordering scheme. Since there is no reason to expect that the group of cells sharing a RLC entity would be different from that sharing a PDCP entity, we propose to use the same group ID for both RLC and PDCP. 

If the group does not agree on this course of action we would propose waiting for RAN1’s decision on the adoption of selection combining before capturing the alternative in the TS.
Qualcomm can provide the relevant changes to the TS based on the group decision.

6. References

[1]
R2-032666

PDCP entity sharing for MBMS, WG2#39





















1
4

