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1. Introduction

In R2-022588, the question was raised, whether the RNC reset problem could be solved avoiding a new procedure and without introducing a new “security” mechanism to add some sort of integrity protection to group messages.

This document gives more details, how the RNC reset problem could be solved just by demanding for a reasonable implementation.

The key problem that has to be solved after the RNC reset, is to avoid that a UE cannot be paged for a longer time interval after the RNC reset, because the RNC has lost the information relevant for paging the UE (e.g. UE identifier, cell, in which the UE is present, state, in which the UE was before RNC reset), and since the UE does not know that an RNC reset has happened, stays in the state it had before the RNC reset. 

2. Requirements for a reasonable impementation

As already mentioned in R2-022588, the critical UE states to be considered are CELL_FACH and URA/CELL_PCH, where CELL_FACH poses the biggest problems, since in this case the Paging Type 2 message is carried via DCCH (i.e. usually ciphered and integrity protected) in AM, while in URA/CELL_PCH, the Paging Type 1 message is sent unciphered and with no integrity protection via the PCCH.

If the relevant UE identifiers as well as some connection-related information are stored on a hard disk, whenever the RNC assigns/changes the identifiers to a UE, it seems that the RNC should be able to reach these UEs after RNC reset.

2.1 UEs in URA/CELL_PCH

For a UE in URA/CELL_PCH the following identifiers would have to be stored, since Paging Type 1 messages are neither integrity protected nor ciphered: 

	State
	Relevant information to be stored on a hard disk
	( bits to be stored per UE

	CELL_PCH
	IMSI (15 digits, i.e. 60 bit)
	U-RNTI (32 bit)
	92 bit

	URA_PCH
	IMSI (15 digits, i.e. 60 bit)
	U-RNTI (32 bit)
	92 bit


Note that according to TS 25.931, a UE in URA/CELL_PCH state is paged in the same way as a UE in idle mode, i.e. UTRAN would send Paging Type 1 messages in all cells of the geographical area, in which the CN is aware of the UE location (e.g. the Location Area). If additional location information were available for each UE, this would cost 

· 16 bit for the Cell ID according to 23.003, which is RNC (BSS-)area specific, for UEs in CELL_PCH

· 16 bit for the URA ID according to 25.331, for UEs in URA_PCH.

2.2 UEs in CELL_FACH state

For UEs in CELL_FACH state a reasonable implementation would be a bit more complex, since the Paging Type 2 message is sent via the DCCH in AM, and is both integrity protected and ciphered.

After the RNC reset, the RNC has lost all information about RLC sequence numbers, and it would of course not be a good choice to store the SN for a logical channel used by SRB2 (DCCH in AM, but not carrying NAS messages), whenever it changes, since it changes quite often.

Hence, it seems required to initiate an RLC reset procedure for the logical channel used by SRB2 for a UE, which has to be paged shortly after the RNC reset. This RLC reset procedure would make sure, that RNC and UE reset the RLC sequence number for the logical channel carrying SRB2, and use the same HFN for ciphering. For the Downlink HFN, the RNC could assume a random number
, since the UE in reply has to “re-establish” the RRC connection with a new AKA procedure anyway. 

When mapping the DCCH to FACH, according to 25.321 the MAC header consists of TCTF field, C/T field, UE-Id type field and UE-Id are included in the MAC header. For FACH, the UE-Id type field used is the C-RNTI or U-RNTI. 
Hence, if the C-RNTI or the U-RNTI, as well as possibly the 4 bits of the C/T field
, are stored for the UE, the MAC header can be compiled just from this information. Hence, it suffices to store also only the U-RNTI for UEs in CELL_FACH state, i.e. if a UE changes between CELL_FACH and CELL_PCH, this entry would not have to be changed.

One problem is still that the PAGING TYPE 2 message is integrity protected. For integrity protection, at least the HFN-I would have to be known. However, the HFN-I is incremented whenever 16 messages have been sent, i.e. this incrementation would happen on quite a short time basis, and depending on the number of UEs in CELL_FACH, this could cause considerable load on the RNC-internal HW-interfaces for writing this relatively fast changing value of the HFN-I to the hard disk. In order to avoid any failure at the receiving side, the Paging Type 2 message could be sent after RNC reset twice, once using the stored HFN-I and once with the incremented stored HFN-I, in order to avoid that the SN also has to be stored on a hard disk. Only one of them would pass the integrity check at the UE.

Assuming that ciphering and integrity protection keys are already stored on a hard disk (they only change after an AKA procedure, which would happen perhaps once a day), the following data have to be stored for UEs in CELL_FACH state:

	State
	Relevant information to be stored on a hard disk
	( bits to be stored per UE

	CELL_FACH

(using Paging Type 2)
	IMSI (15 digits, i.e. 60 bit)
	U-RNTI (32 bit)
	HFN-I (28bit)
	Cell-id (16 bit)
	[C/T field for DCCH (4 bit)]2
	136 bit [140 bit]



	
	
	Alternative (not recommended):

C-RNTI
 (16 bit)
	
	
	92 bit [96 bit]

	CELL_FACH

(using RRC Connection Release via CCCH)
	IMSI (15 digits, i.e. 60 bit)
	U-RNTI (32 bit)
	
	Cell-id (16 bit)
	108 bit


If it is deemed unacceptable to store the HFN-I (since it might change too fast), CELL_FACH could be dealt with differently: Instead of sending a PAGING TYPE 2 message, if a UE in CELL_FACH is paged shortly after its SRNC was reset, an RRC CONNECTION RELEASE message could be generated and sent via the CCCH, which is then not integrity protected, using a newly defined cause: e.g. Paging, which would indicate to the called UE that it should immediately send an RRC CONNECTION REQUEST message. 

3. A UE entering a different location area while the RNC is reset 

If a UE enters a cell, that belongs to another LA than the previous cell, the CELL_UPDATE procedure will cause SRNC to start a LOCATION REPORT procedure, by which it informs the CN about the new LA of the UE. Only if during the CELL_UPDATE procedure the SRNC is reset, there can be cases, when the SRNC is not able to send the LOCATION REPORT message to the UE, and also loses the location information of the UE. 

This case seems difficult to resolve without relying on suitable timer values, as discussed in [1,2], and will also not be solved by means of the group release scheme: If neither the CN nor any RNC has any information about the location of a UE, it is impossible to page the UE. However, the location could be estimated, i.e. one could try to page the UE in the LAs, which are neighbours of the last known LA. 

On the other hand, such a scenario seems to be a very rare one. Hence, it seems reasonable to rely on timer settings, which then cause the UE to autonomously re-establish the RRC connection.

4. Conclusion

According to the details given above, it seems, that the problem, that a UE can no longer be reached by paging due to an RNC reset, can comprehensively be solved by an implementation, which stores U-RNTI and IMSI on a harddisk plus ( for UEs in CELL_FACH) the Cell ID and possibly the C/T field of the MAC header and HFN-I. Additional 2 bits would be required to represent the UE state. This would cost about 100 bit to be stored per UE on a hard disk, when an RRC connection is established, and these data are not changing fast. 

These data would have to be removed, if SRNS relocation happens. How often this happens, depends on the number of cells an RNC serves. Assuming that in the beginning of UMTS introduction, an RNC serves around 200 cells, SRNS relocation might be quite frequent. However, the number of UEs would not be very big. If later on an RNC served around 5000 cells, the impact of SRNS relocation would be much lower (of course the number of UEs served by one RNC would also increase). Assuming 5000 cells with 500 UEs in each of them having an RRC connection, would need 2500000 x 100 bit = 30 MB of data to be stored. This figure might even be higher than actually to be expected, since it means that 2.5 Mio UEs were having an RRC connection in one RNC area. 

For a reset of CN edge nodes, the problem seems to be less severe: Since the SRNC still knows the U-RNTI as well as the UE location on cell level, it is no longer a problem that a UE cannot be paged. Hence, it could be paged, and if required, the RRC connection would be established anew. On the other hand, the RRC connection is an association between a UE and an RNC. Why should the RRC connection re-establishment be required in order to update UE contexts in CN edge nodes as claimed in [5] ? Couldn’t that be done just involving the RNC and the CN edge node, i.e. MSC only? Finally, data loss in the CN edge node most probably could also be avoided by a reasonable implementation. It should be investigated, which stored UE specific parameters are changing so frequently that a new L2&3 procedure and a new security mechanism are justified.
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� or – if the UE does not accept new HFNs, which are lower than a previous HFN – use the highest possible HFN – 1. However, 25.322 does not state anything about how the new HFN has to be relative to the old HFN.


� If the RNC assigns for all UEs the same C/T field for the DCCH (i.e. this would be the reasonable implementation of how to set RB mapping info), not even this information has to be stored! There might be a second C/T field to be stored, if User data PDUs and Control PDUs are sent on different logical channels. However, for FACH it is not expected that this would actually be applied.  


� Using the C-RNTI has two disadvantages: It is only applicable, if for a UE the RNC is both SRNC and CRNC. Whenever the UE moves to CELL_PCH or URA_PCH, the U-RNTI would have to be stored, in order to be prepared for the RNC reset.
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