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1. Rationale for “Group Release”

After the RNC has been restarted as a result of an RNC reset, it has lost all UE contexts, which also include the U-RNTI for each UE. Hence, there can be problems to reach some of those UEs, which had an RRC connection terminating in the reset RNC, via paging (“paging problem”), because they cannot know that the RNC has been reset. To circumvent the “paging problem”, R2-020734 proposes a “group release” procedure, which aims at augmenting the RRC CONNECTION RELEASE message (which can be sent on DCCH or CCCH) by a group address, by which a group of UEs can be sent to idle mode. If they are in idle mode, they can be reached via Paging Type 1 messages. Such a “group release” message needs additional security means, which make sure that a main-in-the-middle cannot itself compile such a group release message, which would cause a bigger number of UEs go into idle mode and try to set up their RRC connection anew. For this, SAGE recommends applying a modified f8 KASUMI algorithm, for which SAGE sees no problems with respect to IPR (R2-021866).

To identify the cases, which are problematic, it is helpful to distinguish between UEs, which are controlled directly by their SRNC, and those, which are controlled via a DRNC.

a) UEs controlled directly by their SRNC

A UE, which, is prior to the SRNC reset, 

1. in CELL_DCH, has no “paging problem”, since it will detect loss of synchronisation, try to perform a cell update, which would not get a response from the SRNC (within the duration of timer T302 (100ms – 8000ms)), which is currently rebooting, and then go into idle mode.

2. in CELL_FACH, cannot detect a RL failure, however, it would find out that the S criterion for cell reselection is not fulfilled for the cell, which it deems to be the serving one, after 4s according to 25.133 section 5.5.2.3 (i.e. the RNC reset procedure should take so long, which can certainly be assumed.). The UE would detect “out of service area”, start – according to 7.2.2.2 in 25.331 – timers 

T305 (periodical cell update, 5min – 720min (or even infinity)), 

and T317 (cell update when re-entering "in service", 0s – 1800s) or T307 (transition to Idle mode, 5s – 50s)
,
while still trying to select a cell, which however fails, since no cells can be detected, while the SRNC is rebooting.
Expiry of T317 or T307 will cause a transition into idle mode.

Hence, after duration of min(T317, T305+T307)+4s, the UE would enter idle mode. If the RNC reset takes longer than this duration, the UE would be in idle mode, before the RNC has finished the reset, and is again operational, then however without the knowledge about the U-RNTIs of UEs, which are considered here. Assuming that the RNC reset takes a bit more than 10min, T317 would have to be set to 600s, in order to make sure that all UEs considered here, are in idle mode, after the SRNC needing a reboot is again operating. This seems too constraining for the configuration.

3. in CELL_PCH, URA_PCH, will need 12s until the UE detects “out of service area” according to 25.133, section 4.2.2.1, and on detection of “out of service area”, the UE would start the timers T316 (0s – 50s, infinity also possible) and T305, i.e. it would take 62s until the UE goes into idle mode, unless infinity is configured for T316.

b) UEs controlled via a DRNC

A UE, which is prior to the SRNC reset, will in the above cases 1 to 3 not be able to detect a RL failure nor out of service area, since it is the DRNC, which controls the cell, in which the UE is located, and the DRNC is still running, i.e. keeps L1 synchronisation alive. However, since the DRNC is informed about the RNC reset (via the the RNSAP reset indication), the DRNC can release the RRC connections for the affected UEs “individually”:

For a UE, which is prior to the SRNC reset,

1. in CELL_DCH state, the DRNC could cause a RL failure, so that the UE goes into idle mode after an unsuccessful cell update procedure (taking longer than T302 needs to expire), i.e. no RRC message would be required.

2. in CELL_FACH, CELL_PCH, and URA_PCH, imitating “out of service area”  seems impossible, since for UEs, for which the DRNC is SRNC, this would also cause “out of service area” detection, i.e. here each UE would have to be sent to idle mode individually with additional means. 

3. if the DRNC belongs to the same LA as the SRNC, it is possible to page the UE after it has gone to idle mode, since Idle Mode paging calls all RNCs in the LA to page a UE. 

If the DRNC belongs to a different LA than the SRNC, the UE can only be paged using Idle Mode signalling, if the CN knows the new LA of the UE, which was in connected mode prior to the RNC reset. Hence, a Location Update, has to happen before the UE can be reached by idle mode paging.

2. Use of S-RNC ID in Paging

Though R2-020872 (“Use of S-RNC ID in Paging”) claimed to solve all problems by just enhancing the paging message by the SRNC-ID of the SRNC, which is reset, this proposal only addresses some of the problems: After the RNC reset for a specific period, the SRNC-id is included in the paging request message sent from the SRNC over the air interface. The UE compares the SRNC-id with the one of its own U-RNTI. If there is a match, the paged mobile can enter idle mode. 

However, this approach has some security risk, similar to the one which the “Group Release” tries to solve: A man-in-the-middle could insert the correct SRNC-ID into any Paging Type 1 message, just by duplicating it from the SRNC-ID part of the included U-RNTI (which is for obvious reasons not integrity protected, and if it were, the reset RNC would have lost all the IP related information to compute the correct MaC). Since the SRNC-ID would cause the match, when the UE does the check, the UE would go into idle mode, although no RNC reset has actually happened.

c) UEs controlled directly by their SRNC

A UE, which, is prior to the SRNC reset, 

1. in CELL_DCH would be sent to idle mode as described under a)1.

2. in CELL_FACH state would not receive the paging message sent on the PCCH, since the UE only expects paging messages on the DCCH. This would require a modification of the UE behaviour such that in CELL_FACH state, it would also have to listen to PCCH, and would evaluate paging messages, which have a U-RNTI different from its own with respect to containing an SRNC-ID equal to the SRNC-ID of the UE’s U-RNTI. 

In addition, the DRX Cycle Length Coefficient IE would have to be sent in the RANAP Paging message, whenever the CN gets an indication about an RNC reset, so that the paging occasions on the PCH can be computed 
. 

Danger of faked Paging Type 1 message also without any RNC reset.

Using only the DCCH, seems impossible: Since the DCCH is usually ciphered, the reset SRNC (having lost also the information on the ciphering configuration) would not be able to compile a ciphered message.
3. in CELL_PCH or URA_PCH could be sent into idle mode just applying the idea of using the SRNC-ID.
Danger of faked Paging Type 1 message also without any RNC reset. 

d) UEs controlled via a DRNC

A UE, which is, prior to the SRNC reset,

1. in CELL_DCH would be caused to enter idle mode as described under b)1.

2. in CELL_FACH, CELL_PCH, URA_PCH: same as b)2.
3. same as b) 3.

3. Conclusion

The analysis of the different scenarios shows that there can be UEs that will not be reachable for paging after an RNC reset for some time, which can be up to 10s of minutes, or even longer, depending on network configuration. However, the proposed “Group Release Procedure”, though it seems to solve most of the problems, would result in considerable increase of complexity in the UE, which would have to implement a further security algorithm. The open point seems to be the case of a DRNC being part of another LA than SRNC. 

Using the S-RNC ID in Paging as proposed in R2-020872 would not solve all cases, and does not look clean from a security point of view: The Paging Type 1 message is not integrity protected (for obvious reasons). Hence, a man-in-the-middle could easily cause a denial-of-service attack by faking Paging Type 1 messages to send UEs in CELL_PCH/URA_PCH state to idle mode, although no RNC reset has happened. Whether this is a considerable drawback, could be debated.

3.1 Solving a problem resulting from a bad implementation?

The question arises, why it is necessary to introduce any new procedure affecting the UE, the RNC as well as the RNSAP, if the RNC implementation is done in a reasonable way: There seems to be no reason, why it should be impossible to store the critical identifiers and necessary connection data (i.e. the U-RNTI, 32 bit together with the IMSI, 15 digits as a maximum, 32 + 60 = 92 bit have to be stored per UE in CELL_FACH and the DCCH specifics, e.g. MAC-header, for UEs in CELL_FACH state and ciphering related information (START value, to derive the HFN to be used for ciphering of the Paging Type 2 message, ciphering key, integrity key); the RLC entity on the UE might have to be reset before sending the Paging Type 2 message) on a hard disk as soon as an RRC connection is set up for a UE. Such data would then be available after an RNC reset, and the UE could be sent to idle mode, when it is paged after the RNC reset applying known techniques. 
The very rare case, that the hard disk crashes, does not seem to be a justification to introduce a procedure with considerable complexity, esp. since operators should be very interested to limit such RNC outage to very, very rare cases in order not to lose users, that just do not get a connection, because an RNC is down.

Since the solutions are proposed for REL-5 only, but might only be ready for agreement for REL-6 due to time limitations mainly in SA3, we could end up with an improved R1999 RNC implementation (storing these identities and connection related data), which would not need any mechanism, while the REL-5/6 RNC would have this mechanism, which seems also quite strange.

Relying on a reasonable RNC implementation with storing necessary data on a hard disk would keep the UE implementation as simple as it is today (no additional means would be required). 

It is recommended to consider this as part of the discussion.
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� According to 25.331 section 13.1 T307, is only started after T305 has expired!


� 25.413: The DRX Cycle Length Coefficient IE is not mandatory: The DRX Cycle Length Coefficient IE may be included in the PAGING message, and if present, the UTRAN shall, when applicable, use it for calculating the paging occasions for the UE.
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