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1.
Introduction
At the previous RAN WG2 meeting, a liaison (see [1]) was received from RAN WG1, indicating that they were facing difficulties with achieving the requirements we had set on the NACK to ACK error probabilities in all circumstances. Specifically, this proved hard for UEs close to the cell edge and/or traveling at speed, in which cases it was near impossible to achieve error rates lower than between 1e-2 and 1e-3. The group was invited to find ways by which to improve the protocol tolerance to such errors.

The impact of NACK to ACK errors on the higher layers is two-fold. First, it implies that the UTRAN discards the transmitted payload before it is successfully received by the UE. For services that do not make use of RLC re-transmission, this would result in a missing packet, and for services using RLC re-transmission it would result in the need for an additional such re-transmission. Second, it implies that there will be more “holes” appearing in the HARQ re-ordering buffer, leading to higher reliance on stall-avoidance mechanisms for timely delivery of data to higher layers.

We feel that the first issue is not critical. Release’99 channels are already expected to operate at BLERs in the order of a percent and rely on RLC for re-transmission. Since this problem occurs for users in bad channel conditions, who cannot support very high data-rates, there would not be any impact on the RLC buffer size.

It is however felt that the stall-avoidance mechanisms currently in place are not sufficient to provide timely delivery of available data to the higher layers. This was not critical when the probability of NACK to ACK error was 1e-4. If however this goes up to 1e-2, it could have adverse effects in the interactions between MAC-hs and RLC, resulting in either long delays in triggering RLC re-transmissions, or potential triggering of un-necessary ones.

In this discussion document we are proposing a set of enhancements to these mechanisms that improve the timeliness of data delivery through the better use of HARQ process state information.

2.
Current mechanisms

The RLC protocol requires data to be delivered in sequence. However, the HARQ mechanism using multiple SAW processes may result in data being received out of sequence because of the variable number of re-transmissions required for each packet. Therefore, in order to minimize the impact on RLC, it was decided to add a re-ordering sub-layer to the MAC-hs, which would guaranty in-order delivery to higher layers. This sub-layer adds a TSN (Transmission Sequence Number) to the header of each transmitted block and uses this to re-order the packets upon reception. A break in the TSN sequence is an indication that a packet is missing. This can be either because the packet is in the process of being re-transmitted by the HARQ entity, or because its transmission was abandoned. When this occurs, the re-ordering entity needs to buffer data with larger TSNs until this payload is received.

Because transmission of control information is not perfectly reliable, and because data cannot be re-transmitted indefinitely, some “stall avoidance” mechanisms were introduced to avoid that the re-ordering entity wait indefinitely for data that is no longer being re-transmitted. The different mechanisms and their weaknesses are outlined below (see also [2]).

Window based scheme

Since the TSN space is finite (the TSN field is 6 bits long), a receiver window was needed to allow the receiver to eliminate the ambiguity. Since, it is unlikely that the user would receive a large number of other packets while one of them is being re-transmitted, this mechanism was extended to allow flushing out missing payloads with new data. As new data is received, the window is advanced and the payloads that fall outside the window are delivered to higher layers independently of the presence of holes in the TSN sequence. 

Therefore, the selection of the window size needs to be based on a trade-off between allowing a reasonably large number of re-transmissions while still providing good stall avoidance performance. The optimal value will depend on the channel conditions, the available UE buffer size and the number of re-ordering entities that are expected to be receiving data at the same time. Indeed, when using two HARQ entities to transmit to one re-ordering entity and two more for another one, the optimal window size is not the same as when using four HARQ entities to transmit to a single re-ordering entity. 

Typically, the window size is would probably be set to something large enough to cover the worse channel condition scenario. This means that it would take a large number of transmissions in order to flush out missing payloads. 

Note, that this mechanism is relying on the reception of data meant for the same re-ordering entity in order to flush out missing PDUs. Therefore, at the end of a higher layer transmission burst (typical in closed loop traffic such as what is generated from browsing) and independently of whether data is sent to other re-ordering entities, this mechanism would be completely ineffective. If we assume a NACK to ACK probability of 1e-2 and a window size of 15, there is a 15% probability of a hole appearing inside the receiver window at the end of a higher layer data burst.

Summary:

· Large number of transmissions needed to flush out missing payloads;

· Ineffective at the end of higher layer transmission bursts;

· Cannot rely on data meant for other re-ordering entities in order to flush the buffer.

· Essentially impossible to find a receiver window size that would be optimal in all circumstances.

Timer (T1)

In order to address some of these limitations a timer mechanism was also introduced. When a missing transmission payload holds up the submission of received payloads to higher layers, a timer T1 is started. Once the timer expires, the corresponding PDU is assumed to have been received and all payloads with consecutive TSNs are delivered to higher layers. This mechanism assumes the maintenance of at most one timer per re-ordering queue (maximum number is 8 in the current version of the standard). If another break in the TSN sequence occurs while the timer is running, the timer will only be started for it after it has elapsed or become obsolete for the previous missing payload.

The main problem is that this timer needs to be longer that the largest amount of time that it takes to complete all the re-transmissions. Otherwise, the payload would be discarded at the re-ordering entity when it is eventually decoded. In a system that uses asynchronous re-transmission scheduling, where the channel conditions can change drastically over time and where the amount of available resources can change dynamically, the distribution of the amount of time that it takes to complete the retransmissions can be very wide, therefore the value of this timer may need to be quite long. It is expected that the maximum number of re-transmissions will be somewhere between 5 and 8 and that the UEs in conditions leading to high NACK->ACK errors are also likely to require a larger number of re-transmissions.

In addition to this, if several packets within the window are missing, we are confronted with a timer cascade effect that may result in a worse case of two times the timer value, before data can be delivered to higher layers. Taking our earlier example, the probability that this would occur is about: 2%.

Summary:

· Timer needs to be long enough to allow for the maximum number of re-transmissions.

· Cascade effect may result in data waiting twice the timer value before being delivered to higher layers.

HARQ activity

A final mechanism introduced to avoid relying on the timer for the delivery of data to higher layers after all the transmissions are complete, consists in verifying the presence of activity in HARQ processes. When no data is expected on any of the channels, i.e. all the previous transmissions were ACKed, then the data in all the re-ordering entities is passed to higher layers. 

As pointed out by [3], if the first control channel transmission for a packet (call it P1) is missed and the transmission of a later payload (P2) is decoded correctly before the next re-transmission, P1 would be discarded at the re-ordering entity when it is finally received. This is because upon receiving P2, the re-ordering entity would check for activity on other HARQ entities. Since the control channel for the first transmission of P1 was missed, all the HARQ processes would be inactive. Therefore, it would be assumed that P1s transmission was abandoned and P2 would be delivered to higher layers.

Note that the likelihood that this would occur is fairly low (probability of missing control channel and being scheduled for and correctly decoding a new packet within the following six TTIs) and that the impact is simply that when the first packet is finally decoded, it would be discarded at the re-ordering entity.

Summary: 

· requires that no data is sent for any of the re-ordering queues in order to be able to flush data to the higher layers. 

· HARQ processes are only assumed to be inactive after a packet is successfully decoded (ACK is sent on uplink);.

· intolerant to control channel errors.

3.
Proposed Enhancements

In this document we are proposing to expand on the third mechanism described above, and to make further use of the information from the HARQ processes to decide when to release data to the higher layers. In the text below we will refer to this mechanism as M3. Each on of the sections below outlines a standalone enhancement, though the combination would give the best result. Some of these proposals can replace mechanisms which are already in place.

3.1 Introduction of delay timer

In M3, as soon as a break in the TSN sequence is detected, the HARQ process activity is monitored. As soon as there is no more activity, the stalled data can be delivered to the higher layers. This mechanism is relying on the fact that the first transmissions of payloads always occur in sequence, as opposed to the time where the data is decoded which could be out of sequence. Therefore, if a packet is received before one with a lower TSN, it means that that one must already be in transmission. At the moment it is ascertained that a packet is missing it is possible to identify the set of HARQ processes on which this block may be transmitted (HARQ candidate set). If this set is empty, then it means that the data is no longer being transmitted.

The problem with this scheme is that if the first control channel transmission for a packet is missed, and if a new packet for the same re-ordering queue is sent on another HARQ process before the first packet is re-transmitted, and is decoded correctly, the snapshot of the set of candidate HARQ processes would not be accurate. 

A method for bypassing this problem is to wait enough time to ensure that at least one control channel transmission is received, before starting to check for activity. Based on the current assumptions on the control channel reliability, this timer should be long enough to receive one more transmission. This would mean that the mobile would need to miss two consecutive transmissions in order for the packet to be missed. Based on a control channel probability of miss of 1e-2, this would happen with a probability of 1e-4, which is deemed acceptable. Note that if this were to happen the impact would be that if this transmission were completed, it would be discarded at the re-ordering entity. Note also that a longer timer would only hamper the stalling performance of the system rather than affect the protocol.

Since this mechanism requires that all the HARQ entities become inactive before allowing the release of data to higher layers, only one such timers is needed per re-ordering entity. If a new break is detected before the timer elapses, the timer is restarted.

3.2
Move the priority queue ID to the HS-SCCH

Currently, the priority queue ID is transmitted as part of the MAC-hs payload. Therefore, it is not possible to know which queues are in the process of receiving a payload meant for a specific re-ordering entity. Based on the knowledge of the queues for which transmissions are still pending, it is possible to determine the queues that can be flushed to higher layers, thus eliminating one of the limitations of M3.

More details are provided below on how knowledge of the priority queue ID can be used to improve stall avoidance performance.

3.3
Mechanisms to declare that a HARQ process is inactive

For as long as there is new data being sent through the HARQ processes, it can be used to flush the data that is waiting on the mobile side but has been for some reason or other discarded at the network. If there is no more data for one priority queue but there is still data from another queue then the latter will essentially “over-write” the former. The toggling of the new data indicator allows the receiver to know when the old data is being discarded.

When however there is no more data to transmit, it is not possible for the mobile to know that a given transport block has been discarded by the network. Therefore, if any of the HARQ processes is waiting for a transport block that has been discarded, the corresponding re-ordering queue will have to wait until the timer T1 elapses before it can pass the rest of the data to higher layers. The HARQ process itself will wait indefinitely.

Introduction of an “Inactivity Timer”

Instead of keeping the HARQ process waiting indefinitely for a transport block that has been discarded, it is proposed to add an “inactivity” timer. This timer would be re-started every time a new control channel is received for this HARQ process. If the timer elapses then the HARQ process is assumed to be “inactive”. Of course, the new data indicator is not discarded and if a new control channel is received with the same value for the “new data indicator” then it is assumed to be the same packet and an ACK is sent on the reverse link.

The advantage of this timer is that it does not need to be as long as the timer currently used for the re-ordering buffer, since it only needs to wait for the maximum amount of time it takes to perform two retransmissions (just in case the first one was missed). Since the control channel probability of miss is in the order of 1e-2, the probability of missing two in a row is 1e-4, which is in the order of the desired probability of NACK->ACK error which has essentially the same effect. The current timer7 on the other hand needs to be long enough to handle the maximum number of re-transmissions.

Introduction of a “Flushing Indication”

Typically, the network knows which are the mobiles with increased risk of missing transport blocks from their re-ordering buffers. For example, mobiles with better reverse link on a cell other than the serving cell or high FER rates on the DPCH. In that case it could use a dummy control channel transmission to flush the HARQ entities after the transmission of all the data in the traffic burst meant for this specific re-ordering queue has been completed. A control channel transmission is not very significant in terms of required resources and it would do away with the need to wait until the timer for the HARQ process expires.

The fact that it is a dummy transmission could be conveyed by using a reserved value on the field indicating the code set or the one indicating the transport block size. When the mobile receives a “Flushing indication” it would not look to decode a data packet. Instead, it would put itself in “inactive” state indicating that it no longer expects to receive any data.

There are multiple ways in which to implement this. In a first implementation, the flushing indicator would only flush the HARQ process to which it is sent. In that case multiple transmissions may be needed. In a second implementation, the flushing indicator would flush all the HARQ entities. This method would reduce the number of transmissions, but it would reduce its applicability to the case where no data needs to be sent to the mobile for any of the re-ordering queues. The latter is our preferred implementation and the one that has been captured in the detailed section.

In the case where the priority queue is indicated in the control channel, this mechanism could be refined, to flushing only the HARQ entities expecting data from the same priority queue. 

3.4


Monitoring of HARQ process activity

Every time the payload transmitted through a HARQ process is changed (either a transmission is completed or abandoned by the Node B), the New Data Indicator in the control channel is toggled to help the receiver identify whether this is a new transmission or a retransmission. It is possible for the re-ordering entities to make use this information. 

The first transmissions of payloads always occur in sequence, as opposed to the time where the data is decoded which could be out of sequence. Therefore, if a packet is received before one with a lower TSN, it means that that one must already be in transmission. At the moment it is ascertained that a packet is missing it is possible to identify the set of HARQ processes on which this block may be transmitted (HARQ candidate set). Once the New Data Indicator has been toggled on each of them at least once or they become inactive (either a packet is decoded successfully, the inactivity timer elapses or the flushing indication is received) we can say for sure that the payload is no longer being retransmitted. At that point the payload can be discarded. Note that if the priority queue ID is indicated in the control channel, the number of candidate HARQ processes would be reduced, thus enhancing the performance of this scheme.

Again, this mechanism is affected by the loss of control channel transmissions. The use of a delay timer alleviates this problem. The timer is started when a break in the TSN sequence is detected. Once it elapses, the set of candidate HARQ processes is compiled and every time a transmission is completed on a HARQ process (successful decoding, toggling of the New Data Indicator or move to inactive state), this process is removed from the HARQ candidate set.

Contrary to the description in 3.1, in this case it is useful to start a timer for every subsequent (in terms of TSN) break in the sequence. This however would lead to needing a large number of timers per re-ordering entity. Instead it is possible to use a similar scheme as what is currently done for T1. Only one timer is running at a time. Once it elapses, if new breaks exist, the timer is started again for the latest one (in terms of TSNs). The worse case delay is two times the timer value.  Note that this mechanism is essentially a superset of the mechanism in 3.1, and therefore, a single delay timer will be needed for the entire re-ordering entity.

This mechanism can complement the window-based mechanism for flushing data, in which case, the window size could always be set to 32.

The timer used for this process in the detailed description below is called TM2.

4.
Summary

Specific proposal

Although the stall avoidance performance would benefit from the transmission of the priority queue ID on the HS-SCCH and although it was found that the addition of three extra bits to the control channel would not be overly costly (see [4]), we do not think this is a necessary modification. Instead, we propose to incorporate the following:

· flushing indication (for all HARQ processes);

· inactivity timer;

· monitoring of HARQ process activity (with delay timer).

These would eliminate the need for timer T1 and would allow always using a receiving window size of 32 without impacting the stall-avoidance performance.

The detailed description in 5 and the examples in 6, correspond to this proposal.

Performance improvement:

For continuous flow of data for same reordering entity:

· Need only a small number of transmissions to flush the re-ordering buffer (maximum is 5 independently of the size of the re-ordering buffer window).

· No need for particular optimising of the window size.

For continuous flow of data for other reordering entity:

· Same performance as when data is sent to the same re-ordering entity.

At the end of a higher layer transmission burst:

· Reliance on shorter timers (independent of the maximum number of re-transmissions).

· Possibility of explicit flushing for users who are known to be in bad conditions.

Complexity on UE side:

· One timer per re-ordering entity (as before).

· One timer per HARQ entity.

· Need to maintain a one-octet state per break in the TSN sequence and update it every time a HARQ process reports that a transmission is completed.

Complexity on UTRAN side and constraints in scheduling flexibility:

· No timers are needed in the UTRAN side, as long as the timer values with which the mobile is configured are sensible.

· It is assumed that the UTRAN always schedules the first transmissions of packets meant for the same re-ordering entity in order. This makes sense and does not seem overly constraining on UTRAN implementation.

· It is assumed that re-transmissions have equal priority, independently of the priority of the data they are carrying. This makes sense, since one would want to clear out soft buffers as quickly as possible.

5.
Detailed algorithm

Note that the algorithm described below makes use of a timer TM2, though this timer is not strictly necessary. When this timer is not used, the behaviour is equivalent to setting the timer value to 0.

In the proposed architecture, there is a number of re-ordering entities and a number of HARQ processes. The HARQ processes are standard stop and wait entities that can carry data meant for any of the re-ordering queues.

5.1
HARQ Process

Transmitter

There is one local variable used by this entity, called the “New Data Indicator”. This value is toggled when the payload transmitted is changed. This value is initialised to 1;

When scheduled for a (re)transmission, the Sender shall:

1-
if this is the first transmission for the MAC-hs PDU:

2-
toggle the New Data Indicator;

1-
end the procedure.

When receiving an ACK:

1-
discard the current packet being transmitted;

1-
indicate to the scheduler that this HARQ process is available;

Receiver

The Receiver has two states: Active and Inactive.

There is a local variable: CurrColor which holds the value of the New Data Indicator. It is initially set to 1.

There is one timer TM1 for each HARQ process. This timer should be long enough to allow with very good probability two transmissions to occur on the HARQ process before it expires.

Upon reception of a control channel transmission meant for the user, the Receiver shall:

1-
if the control channel transmission contains a flushing indication:


2-
handle the flushing indication (see below);


2-
end the procedure.

1-
start/restart the timer TM1;

1-
if the HARQ process is in Inactive state:

2-
if CurrColor has the same value as the New Data Indicator:



3-
discard the received data;



3-
send an ACK on the reverse link;



3-
end the procedure.


2-
else:

3-
go into Active state;



3-
set the CurrColor to the value of the New Data Indicator;



3-
store the data received during the transmission in the soft buffer;

1-
else (if the HARQ process is in Active state):

2-
if CurrColor has the same value as the New Data Indicator:

3-
soft combine the data received during the transmission with the data currently in the soft buffer;


2-
else:



3-
discard the data currently in the soft buffer;


3-
indicate to all the re-ordering entities that the transmission is over (see below);



3-
set the CurrColor to the value of the New Data Indicator;



3-
store the data received during the transmission in the soft buffer;

1-
attempt to decode the transmission;


1-
if the decoding is successful:



2-
send an ACK on the reverse link;



2-
go into Inactive state;



2-
deliver the data to the re-ordering entity indicated by the Prio field;


1-
else:



2-
send a NACK on the reverse link;

1-
end the procedure.

Upon expiry of timer TM1:


1-
discard the data currently in the soft buffer;

1-
indicate to all the re-ordering entities that the transmission is over (see below);

1-
go into Inactive state;

Upon reception of a flushing indication:

1-
for each HARQ process:

2-
do not attempt to receive data during this TTI;

2-
discard the data in the soft buffer;

2-
go into Inactive state;

2-
indicate to all the re-ordering processes that the transmission is over;


1-
end the procedure.

5.2
Re-ordering Entity

In the description below, the window size can take any value without having any impact on the stall avoidance performance.

Transmitter

The transmitter shall maintain a local variable called LeadWinEdge. This variable is initially set to 0 and indicates the TSN for the leading edge of the window. 

When this re-ordering queue is scheduled for transmission, the Sender shall:

1-
increment LeadWinEdge;

1-
set the TSN for the new transmission to LeadWinEdge;

1-
discard any pending transmissions in the HARQ processes with TSN ≤ LeadWinEdge – WindowSize;

1-
submit the new payload to the HARQ process designated by the scheduler;

If the user channel conditions are poor (e.g. when the serving cell does not have the best reverse link), when the transmission of all the data in this data-burst is completed:

1-
schedule the transmission of a “Flushing indication” control channel payload.

Receiver

The Receiver will maintain a local variable LeadWinEdge. This variable is initially set to 0 and indicates the largest TSN received by the re-ordering queue. This variable is used to help resolve the ambiguity in the TSN space introduced by the fact that the field has finite size. It will be assumed that all TSNs within the interval: [LeadWinEdge – WindowSize + 1, LeadWinEdge] are within the receiving window. Since the window size is smaller than the sequence number space, the order within the window is unambiguous.

Each re-ordering entity will be able to start a timer TM2 associated with a TSN value. This timer should be long enough to allow one transmission to occur with very good probability before it expires.

For each TSN in the receiving window we will consider two possible states: Received and Missing. Initially, the state of all the TSNs within the receiving window should be set to Received, and the state for those outside, should be set to Missing.

For each payload in Missing state, the Receiver will maintain a HARQ process candidate set, indicating the processes on which the payload may still be transmitted and a timer_over flag indicating whether the associated TM2 timer has elapsed.

When a new payload with TSN = TSNr is delivered by a HARQ process, the Receiver shall:

1-
if the received payload is within the receiving window (LeadWinEdge - WindowSize ≤ TSNr < LeadWinEdge):

2-
if the state of TSNr is Received:



3-
discard the payload;


2-
else (the state is Missing):

3-
set the state of TSNr to Received;

3-
if the state of all payloads within the receiving window with TSN < TSNr is Received then:




4-
deliver the payload to higher layers;




4-
deliver to the higher layers all the payloads up to the next missing one;




4-
if the timer TM2 was associated with any of the payloads delivered stop the timer.

1-
else (received payload is outside the receiving window):

2-
set LeadWinEdge to TSNr;


2-
deliver to higher layers all the data associated with TSNs outside the receiver window with state Received;


2-
if the timer TM2 is associated with a TSN outside the receiver window, stop it;


2-
set the state for all TSNs outside the receiver window to Missing;



2-
set the state of TSNr to Received;

2-
if the state of all payloads within the receiving window with TSN < TSNr is Received then:




3-
deliver the payload to higher layers;

2-
else:




3-
if the timer TM2 for this re-ordering entity is not running, then:

4-
start a timer TM2 associated with TSNr-1;


3-
for each TSNj other than TSNr which was just incorporated in the receiver window:

4-
set the state of TSNj to Missing;

4-
set the timer_over flag to 0;

4-
Include in its candidate set all the HARQ processes except the one this transmission was received on;


1-
end the procedure.

When a HARQ process indicates that a transmission is over:


1-
for each TSNi in state Missing for which the timer_over flag is set to 1:

2-
eliminate this HARQ process from the candidate set;



2-
if the candidate set is empty:


3-
set the state of TSNi to Received;

3-
deliver to the higher layers all the payloads up to the next missing one;

1-
end the procedure.

When a timer TM2 expires:

1-
consider each TSN in state Missing, with TSN <= to the TSN associated with the timer: 

2-
set the timer_over flag to 1;

2-
consider the HARQ candidate set for this TSN;

2-
for each HARQ process in this set:

3-
if the HARQ process is not in Active state:

4-
eliminate this HARQ process from the candidate set;

1-
if there is any TSN in state Missing:


2-
start a timer associated with the TSN of the last payload in state Missing;

1-
end the procedure;

6.
Examples

In the examples described below, the following conventions are used.

NACK/ACK channel:

· The timing is aligned with the time of the transmission that it relates to.

· Green corresponds to ACK and red corresponds to NACK.

· The value in the Tx and Rx axis are respectively the value that is transmitted and the value that is received.

HS-SCCH channel:

· The lower box colour identifies the HARQ process ID.

· The upper box colour identifies the New Data Indicator value.

· The first data transmission is supposed to be in sequence. Therefore, the relative TSN values can be derived the order of transmission.

· The special flushing indication is identified as a white box on the HS-SCCH.

6.1
The control channel is received

Example 1: Relying on the New Data Indicator



Example 2: Relying on the timer TM2







Example 3: Using the flush indication




6.2
The control channel is not received

Example 1: DTX to NACK error on uplink



7.
Conclusion

This proposal describes a set of mechanisms which would enhance the stall avoidance performance of the MAC-hs re-ordering entity at a very reasonable complexity cost, by making use of the HARQ protocol information. 

It is proposed to agree on the modifications proposed in 4. The corresponding CRs would be provided for the next meeting.
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