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INTRODUCTION

At RAN2#6 GBT introduced  contribution R2-99902 [4] which proposed two items:

1.
that a new section 11.3 “Control of CPCH transmission” be added to TS25.321 to describe the MAC procedure for control of CPCH backoff and subsequent reaccess attempts. 

2.   to assign this issue for further study to an email discussion group [CPCH backoff]               .                  using this contribution as a starting point for discussion. 

Both items were approved.  This report summarizes the email discussions on this topic 

DISCUSSION SUMMARY

GBT kicked off the discussion on 8/27 by distributing R2-99902 and proposed the following schedule which was used for this email discussion group:

8/27/99:  kickoff discussion

9/14/99:  end email discussion

9/16/99:  draft summary of email discussion posted on exploder

9/19/99:  final summary of email discussion posted on exploder and

            submitted as contribution to RAN2#7

Annex A of this contribution contains R2-99902 which was used as a basis for beginning              discussion.  Annex B of this contribution lists the discussion threads

On 9/4/99 Samsung initiated a discussion thread with questions about the CPCH access control proposed in R2-999-02.  In Annex B this is called THREAD A: CPCH Procedure.  On 9/10/99 Ericsson initiated a thread with a paper proposing harmonised RACH and CPCH transmission control procedures and suggested modifications to the RACH access algorithm currently in TS25.321.  In Annex B this is called THREAD B: RACH Procedure.

10 emails from 3 companies were exchanged over a 2 ½ week period.

Ericsson, Samsung and GBT participated in this discussion.

The status of the above discussions which require action are as follows:
Thread
Discussion Item
STATUS

CPCH
 Flowchart for control algorithm hides detail.  Text in specification should provide needed description of details of CPCH channel selection and use of busy table and availability table.
Agreed


Functional flowchart discrepancies between R2-99797 (CPCH procedures) and R2-99902 (MAC control of CPCH backoff) need to be resolved.
FFS


On use of backoof timers:  Backoff delays should be necessary and  delay duration should be minimzed.  Backoff timer values should be simple.  Don’t see need for PV modulated timer values.
Agreed


RACH and CPCH control procedures are harmonized as much as possible with respect to use of persistency test and backoff delays.
Partly agreed


Access ramping cycle counter (M) should not be incremented on receipt of AP_AICH_nak.
FFS


CPCH control algorithm requires a means to exit in case where all PVs equal 0.
Agreed

RACH
Timer with setting to 1TTI is needed in case where L1 status = No Ack.
Agreed


Backoff timer value should be random in case where L1 status = Nack.
FFS
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INTRODUCTION

In TS25.321, the MAC Protocol Specification describes the control of RACH transmissions as an elementary procedure in section 11.  This description of RACH transmission control includes a description of backoff algorithm and backoff timers.  It appears that a similar elementary procedure is needed in this specification to describe MAC control of CPCH transmission.   Though CPCH control shares common concepts with RACH control, there are also significant differences that should be explicitly specified.  GBT proposes to initiate discussion of CPCH transmission control by proposing in this contribution a backoff algorithm and defining backoff timers.  GBT suggests that this discussion be continued in an email discussion group and reported at RAN2#7.    

DISCUSSION

Section 11.2 of TS25.321 is included here as a reference:

11.2 Control of RACH transmissions

[ Note: This procedure  has to be reviewed for FDD and TDD operation]

The MAC sublayer is in charge of controlling the timing of RACH transmissions on transmission time interval level (i.e. on 10 ms-radio frame level; the timing on access slot level is controlled by L1). MAC controls the timing of each  initial preamble ramping cycle as well as successive  preamble ramping cycles  in case that none or a negative acknowledgement is received. Note that retransmissions in case of erroneously received RACH message part are under control of higher layers (i.e. RLC, or RRC for CCCH data).

The RACH transmissions are performed by the UE as shown in Figure 2. MAC receives  the following RACH transmission control parameters from RRC with the CMAC-Config-REQ primitive:

· persistence value P (transmission probability),

· maximum number of preamble ramping cycles Mmax,

· others  (ffs., e.g. minimum and maximum number of time units between two preamble ramping cycles).

Based on the persistence value P, the UE decides whether to start the L1 power ramping procedure in the present transmission time interval or not. If transmission is allowed, the L1 preamble power ramping procedure is started. MAC then waits for status indication from L1. If transmission is not allowed, a backoff timer TBO1 is started and another attempt is performed after expiry of the timer.

When the preamble has been acknowledged on AICH, the RACH message part is transmitted according to L1 specifications. When no acknowledgement is received, a backoff timer TBO2 is started and another preamble ramping cycle is performed. In case that a negative acknowledgement has been received on AICH a backoff timer TBO3 is started. After expiry of the timer persistence check is performed again.

The settings of the backoff timers TBO1, TBO2, TBO3  is ffs. The setting is an integer number (( 1) of transmission time intervals, either fixed or  randomly drawn from an interval defined by RACH transmission control parameters received from RRC, which might be updated  dynamically, together with update of persistence value.

[Note: The three timers are introduced at this stage mainly to keep the algorithm most general. Possibly TBO1  and TBO2 can simply be set to their minimum value, which is currently assumed to be 10 ms. However, smaller backoff  timing  units such as access slot intervals may also be considered. The introduction of random backoff  withTBO3  could especially be useful when the update time for the persistence value is low, i.e. larger than a radio frame.]

The backoff algorithm encompasses currently both

(a) a persistency check and

(b) a backoff time

at both stages,

· initial (i.e. very first) attempt after the request to send RACH data has been received by MAC, and

· subsequent attempt, which is needed in case of the following conditions:

(i) after an unsuccessful preamble ramping cycle (No Ack) 

(ii) after a Nack from L1.

For both stages it is FFS if both (a) and (b) are needed or if one of  (a) or (b) is sufficient.

[end of text excerpt from TS25.321]
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 Figure 11.2.1 : RACH transmission control procedure (UE side, informative)

In this RACH control scheme the backoff algorithm is defined by the figure.  The actual values to use for the backoff timers are not defined, and seem to be FFS.
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Figure 1.  CPCH transmission control procedure (UE side, informative)

Figure 1 presents a similar diagram of a CPCH transmission control scheme which has been adapted from the CPCH access procedure chart presented in [2] R2-99797, CPCH Access Procedures.  There are four backoff timers shown in this control scheme.  

There are many different characteristics which may apply to the values used to set the CPCH backoff timers.  The timer value may be fixed or may be set using a dynamic or pseudo-static network parameter.  The timer value may be fixed or may be loaded with a random number which is selected within a range [0, MAX_Delay].  The timer value may be a function of the Persistency Value (PV) which is assigned for the CPCH channel accessed.  These are a few the various degrees of freedom to be constrained in selecting backoff timer values.  

At this time it is not clear how to best select the characteristics of the CPCH backoff timer values.  Eventually it is hoped that simulation results may be used to compare various backoff schemes to justify the selected scheme. From a practical viewpoint, there may not be sufficient time or company resources available to perform the simulation trade study.  A more pragmatic approach may be needed. 

Some useful general goals to consider when selecting backoff algorithms and timer values were discussed in the report of the RACH backoff email discussion group [3] which was presented at RAN2#5.  However the discussion did not lead to any constructive suggestions for RACH backoff timer values.  Based on this history, it is proposed to take a slightly different approach for discussion of CPCH backoff.   GBT offers the following table as a strawman set of CPCH timer values which may be critiqued and improved to lead eventually to a clear description which may be incorporated into the MAC Protocol specification. 

Proposed CPCH Backoff Timer Values

Timer
Parameter/constant
Fixed/random in range
Modulated by PV

TBOC1  (all Busy)
Parameter: NF_bo_all_busy
  Random in range
Pvavg, gain = 5

TBOC2  (channel Busy)
Parameter: NS_bo_busy
Fixed
Pvchan, gain = 5

TBOC3  (no AICH)
Parameter: NF_bo_no_aich
  Fixed
Pvchan, gain = 5

TBOC4  (collision)
Parameter: NF_bo_collision
Random in range
Pvchan, gain = 5

For PV modulation of timer values, the approach taken here is that the timer parameter is the timer value for the PV=1 case (no access restriction).  For the PV=0 case (no access), the timer value would be multiplied by the gain.  The RRC parameters noted by NF are integer number of frames resulting in time periods equal to (NF * 10) msec.  The RRC parameter NS is an integer number of access slots resulting in time periods equal to (NS * 1.33) msec.

Using the information in the above table, timer values would be calculated as follows:

TBOC1 = Random[0, Max1],


where  Max1 = NF_bo_all_busy *  (1 + 4(1-PVavg)),



where PVavg is the average of the PVs for all CPCH channels in the CPCH set. 
TBOC2   =  NS_bo_busy *  (1 + 4(1-PVchan)),


where PVchan is the PV for the busy CPCH. 
TBOC3  =  NF_bo_no_aich *  (1 + 4(1-PVchan)),


where PVchan is the PV for the CPCH which was unsuccessfully accessed.
TBOC4 = Random[0, Max4],


where  Max4 = NF_bo_collision *  (1 + 4(1-PVchan)),

where PVchan is the PV for the CPCH channel which was unsuccessfully accessed.
PROPOSAL

It is proposed that a new section 11.3 Control of CPCH transmission be added to TS25.321 to describe the MAC procedure for control of CPCH backoff and subsequent reaccess attempts.

It is proposed to assign this issue for further study to an email discussion group [CPCH backoff] using this contribution as a starting point for discussion. 
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ANNEX B:  Email Discussion Threads

THREAD A:  CPCH Procedure

9/4/99  Samsung#1.0:

When UE gets Idle-AICH from UTRAN side, it should, I think, update the Busy table.     But there is no indication about the updating in the figures, i.e., flowchart 1 of Tdoc. 99797     and figure 1 of 99902.

9/13/99 GBT#1.1:

Thank you  for your comments Jaishin.  You are correct that the figure does not address using the AP-AICH (CPCH channel busy indicator) or IDLE-AICH (CPCH channel free indicator) transmissions from UTRAN.  The GBT concept described in Tdoc99797 includes an availability table which is distinct from the busy table used for retransmission and  backoff control.  It is assumed that Layer 1 will monitor the UTRAN AICH DL for receipt of AP-AICHs and IDLE-AICHs when it is not invloved with higher priority DL activities (like receiving BCH or FACH or sending CPCH packet).  Layer 1 sends a PHY-Status-IND to MAC when either AICH is received.  MAC then updates its availability table by timestamping the receipt of the AP-AICH or IDLE-AICH for that CPCH channel.  When selecting a CPCH channel for access, MAC uses the availability table to select a channel which is likely to be available, based on last receipt of AP-AICH or IDLE-AICH.  The flowchart proposed for TS25.321 does not show this level of detail.  GBT will add text to describe the use of the availability table and the busy table in the proposed change to TS25.321 

9/4/99 Samsung#2.0:

I don't understand why a UE should mark channel busy when it didn't pass a persistency test.    I can accept that there is a possibility that the other UE can succeed in catching the CPCH    channel, even when a UE failed in the test.    However, marking channel busy without the exact information on the CPCH may waste channel    resource.

9/13/99 GBT#2.1:
The PV (persistency value) set by the RNC for each CPCH channel in a CPCH set is used to throttle (limit) access to a particular CPCH by all UE's assigned to use the CPCH set.  Like the RACH, the concept for the CPCH includes a persistency test which is followed by a backoff delay in case the persistency test fails.  It is the delay which follows the failure of the PV test which throttles the UEs accessing that CPCH.  Unlike the RACH, there may be many CPCH channels is a CPCH set.  Marking a CPCH channel busy after failing the PV test is way of noting the PV test failure while continuing the attempt to access other CPCHs in the CPCH set.  It is only after all CPCHs are marked busy in the busy table that a backoff delay is executed.  Using the busy table in this way allows the PV to throttle access to individual CPCHs while still permitting the UEs to attempt access to all CPCH channels before executing a backoff delay.  This permits faster access to CPCH by UEs than if each UE executed the backoff delay immediately after failing the PV test, as is done for the RACH.  I hope this clarifies the issue.

9/14/99 Samsung#2.2:

Thank you for your good response. After reading your reply and R2-99902/99797 again, I felt two questions rise from me. From Figure 1 of R2-99902, there is no backoff delay except when all channels are busy.

9/14/99 GBT#2.3:
In Figure 1 of R2-99902, there are 4 backoff timers identified.  TBOC2 is the backoff timer which executes when an AP-AICH_nak is received indicating a busy CPCH channel.  TBOC1 is the backoff timer which executes when all channels are marked busy in the busy table, meaning that,  for each CPCH channel in the CPCH set, either the persistency test for that CPCH channel failed during this access cycle, or that the accessed channel was busy and an AP-AICH_nak was received.  Since CPCH resources are assigned in sets, unlike RACH, there is no need for a backoff delay when a single CPCH channel fails the the persistency test if there are other available CPCH channels which may be accessed. When the UE has attempted to access all the channels and fails all of them, then TBOC1 backoff timer executes the delay which serves as the delay for all CPCH channels which failed the persistency test during this access cycle.  I hope this clarifies this issue for you.

9/4/99 Samsung#3.0:
3. The third question is on CPCH delay measurement. When RLC timestamps data when     data are crossing A (TSA) in figure 2 of Tdoc. 99797,     the timestampping should be done by the unit of PU (Payload Unit).     RLC-PDU may consist of several PUs. What I'd like to know is, when MAC saves TSA,     however, which timestamp value should be used ?     Is it the timestamp of the first PU in the RLC-PDU?

9/13/99 GBT#3.1:

This is an interesting question concerning implementation of traffic delay measurements in MAC.  Your suggested solution seems adequate: the timestamp could be the first PU in the RLC-PDU.  However at the last RAN2 meeting, the GBT contribution discussing the need for an RLC primitive from RLC to MAC to pass PDU timestamp was not approved by the group.  GBT has since withdrawn the proposal to implement traffic delay measurements.  GBT will update Tdoc99797 to remove the description of delay measurements.

9/14/99 Samsung#4.0:
My comparing Figure 1 of R2-99902 with flowchart 1 UE side of R2-99797, the procedures are different when all CPCHs are busy after persistency test is failed.

9/14/99 GBT#4.1:
I have walked through both flow charts and can find no fundamental difference when a persistency test fails, followed by all channels marked busy in busy table.  The structure of the 2 charts is different and the order of some of the events are rearranged within execution streams, but I cannot yet see the difference you find here.  I would like to discuss this with you in person at the next meeting to better understand your question.

9/13/99 GBT#5.0:

Did Ericsson have any comments concerning the CPCH backoff timer values in Table 1 of Tdoc99902?  Motorola had suggested modulating the parameters for backoff with the PV in order to provide additional means of access control which can dynamically change at the faster rate of PV update cycle vs the much lower update rate of the other RACH access parameters.  Does Ericsson have an opinion on this? 

9/14/99 Ericsson#5.1:

Generally we should aim not to introduce too many access control parameters that need to be broadcast, when we have no clear justification for a potential gain.

     Also, we should not include backoff delay when it is not  really necessary.

We discussed already the backoff timer T_BOC3 (No AICH) above with respect to RACH. This timer could in our view be set to it's minimum value, i.e. the next  attempt could be made in the next TTI.

9/14/99 GBT#5.2:

We agree.  In our view TBOC3 should be a one frame, minimal delay as you propose for the RACH case.

9/14/99 Ericsson#5.3:

 I'm not aware of a Motorola proposal suggesting modulation of backoff timers with PV. Could you please give a reference?  - Generally, it is of course a reasonable approach to adapt the range of random backoff timers to a broadcast parameter. I however would not call this backoff approach as one based on persistency.

9/14/99 GBT#5.4:

I could not locate a contribution which explicitly states the approach, though I did discuss it with Motorola at RAN2#5.  The idea may have been sourced elsewhere.  However in R2-99902, I have incorporated the idea in the backoff timer table (column marked "Modulated by PV") and in the calculation examples.  The idea notes that for congestion control of a shared resource, backoff timer values may be used to throttle (control) access to CPCH in the same way that PV controls access.  PV controls the probability of success of an access attempt.  Backoff timer value controls the frequency at which access attempts are initiated. Longer backoff timer values mean lower access attempt frequency.  Since PV values are computed by RNC often and broadcast to all UEs, the PV value may be used to dynamically change the backoff timer values used for CPCH access.  In this way PV would have an increased effect on CPCH access by controlling both the probability of success of access attempt and the frequency of access attempt.  However it is not clear that the result would be fundamentally any different than just using a lower value for PV which would only affect  the probability of success of access attempt.  GBT was interested in soliciting comment on this issue.

9/14/99 Ericsson#6.0:

The way the persistency check is performed in your  proposal, i.e. trying multiple times until a non-busy  CPCH is found, seems to be one  major difference  to the RACH approach. Do you have an opinion  whether this part can be harmonized with the  proposed RACH approach? This seems to have  some impact on the  desired characteristics of  the timers T_BCO1, 2 & 4

9/14/99 GBT#6.1:

I believe that, in principal, the proposed approach is in harmony with the RACH approach.  Shared CPCH resources are allocated in sets of CPCH channels unlike the single RACH channel.  To duplicate the RACH approach and execute a backoff when any individual CPCH failed the persistency test or was found to be busy would seem to needlessly delay UE's access.  Timers TBOC1 and TBOC2 are related to having multiple CPCH channels in a CPCH set.  Timer TBOC4 is unique to CPCH in that the collision detection (CD) phase of the access protocol allows the detection of collisions which may then warrant a separately controlled, longer, random backoff to handle this situation.

9/14/99 Ericsson#7.0:

I have the following further comments: - In case of L1 status E, retransmission is possible without incrementing the retransmission counter. That does not seem to be correct.

9/14/99 GBT#7.1:

It seems to me that M, the retransmission cycle counter, is designed to count the number of AP power ramping cycles without any UTRAN response. Thus it relates to the link quality and leads to link failure.  In Layer 1 status response E, the link is operational and the UE receives a AP-AICH_nak from UTRAN. In this case, it does not seem appropriate to increment counter M to indicate failed access ramp cycle.

9/14/99 Ericsson#8.0:

It seems to be possible that transmission  can be repeated  infinte number of times when passing timers T_BOC1 and T_BOC4 since the retransmission counter is always reset.

9/14/99 GBT#8.1:

I agree.  Thanks, Wolfgang, for catching this important item. If RNC sets all CPCH PVs to zero (which can be done to temporarily shut off CPCH services), this access procedure would never terminate.  I will correct this in the contribution for section 11.3 of TS25.321 for RAN2#7 next week.

THREAD B: RACH Procedure

9/10/99 Ericsson#9.0:

Enclosed is a discussion document from Ericsson related to the RACH and CPCH backoff/transmission control procedures.  The document is mainly targeted on  RACH transmission control.

However, as stated in the attached document, in our view, we should first agree on the details of RACH transmission control and then employ the same principles for CPCH.

If we could conclude on the proposed simple RACH transmission control procedure, there would be some obvious implications on the CPCH transmission control procedure, as proposed in R2-99902 (GBT), i.e. it  would as well get more  simple.

I'm looking forward to your comments.

Source: Ericsson

Discussion of CPCH and RACH transmission control procedures   

· Due to the similarity of RACH and CPCH, it seems a natural goal  that transmission control procedures for RACH and CPCH are as much as possible harmonized. This approach is already followed in Tdoc R2-99902 (source: GBT) for CPCH.

· Specification of the overall access and transmission control of  CPCH and RACH is responsibility of RAN WG2. This includes appropriate  modeling of split of functionality between the various protocol layers. Physical layer  issues related to RACH and CPCH transmission are of course responsibility of RAN WG1 and should be reflected in  the TS 25.2xx series of specifications.

· Presently there are RACH and CPCH access procedures described in WG1 specification (TS 25.214 and TS 25.224). Those parts in these descriptions that relate to the layers above L1 should be removed. 

Proposed split of access control related functions between radio interface layers

In the following it is distinguished between different representations of access control parameters according to the layer they are targeted for: ACtrlP-RRC, ACtrlP-MAC, ACtrlP-PHY.

The term ACtrlP-RRC shall refer to the set of parameters that are broadcast as part of the RRC system information message. ACtrlP-MAC and ACtrlP-PHY shall refer to the set of access control related parameters derived from ACtrlP-RRC by  RRC and passed to MAC and PHY for support of the respective functions.

· RRC functions: 

· UTRAN: 

· determination of  ACtrlP-RRC and broadcast as part of system information

· UE: 

· reading ACtrlP-RRC on broadcast channel(s)

· conversion of ACtrlP-RRC into ACtrlP-MAC and ACtrlP-PHY 

· selection of RACH (CPCH) channel or subchannel

· indication of ACtrlP-MAC and ACtrlP-PHY  on C-SAPs

· retransmission control for  CCCH messages

· MAC functions (UE only):

· backoff control for start of transmission (preamble ramping cycle) on RACH and CPCH 

("backoff algorithm")

· evaluation of physical layer status information

· retransmission control for preamble ramping cycle

· PHY functions 

· UE:

· selection of  RACH access slot and signature within constraints defined by ASC parameters 

· control of PRACH transmissions (power setting and  timing of preambles and message)

· indication of status to MAC and RRC

· UTRAN:

· control of AICH transmissions 

· indication of status to RRC

The above described split of functionality has been agreed on principle in WG2 for RACH and is reflected in TS 25.321 Annex A.2 as well as in  TS 25.303/CR 009.

The following open issues remain to be specified:

· detailed definition of ACtrlP-RRC, ACtrlP-MAC, and ACtrlP-PHY,

· detailed specification of  the backoff algorithm for RACH and CPCH.

So far only the principles of the backoff algorithm have been agreed as described in TS 25.321, Sec. 11.2. 

The present description, however, looks rather complicated and is not very easy to understand. This is mainly due to the circumstance that at the time when it was discussed, different proposals for backoff control were on the table:

· Backoff based on persistence  value, which is computed based on load measurements performed by RRC/UTRAN and broadcast on BCCH to UE (as proposed by Motorola),

· (exponential) backoff based on  number of RACH message (re)transmission failures (as proposed by Sony).

The present description  in TS 25.321 aims to cover both approaches.  If we could decide for one of the above principles, a  simple and effective backoff algorithm could be derived rather easily.

Ericsson  prefers the persistency-based approach since it gives the operator the necessary means to keep flexible control  on the RACH (and CPCH) load.  The other pure UE controlled backoff approach seems  in our view unacceptable from a network operator point of view. It may become applicable in combination with a network-controlled access admission control procedure, such as the persistency based backoff approach. However, in this case we do not see any gain from the combined scheme, compared to a scheme purely based on  persistence value. 

A proposed simplified backoff scheme is shown in the figure below.

Proposed backoff algorithm for RACH

The following access control parameters are assumed:

RACH tx control parameters on MAC (ACtrlP-MAC):

persistence value P (transmission probability),

maximum number of preamble ramping cycles Mmax,

Wait time in case of AICH-Nack (number of transmission time intervals): N.

ASC parameters (only passed through to PHY, could also be passed directly from RRC to PHY via CPHY-Config-REQ).

Following RACH tx control parameters on PHY are assumed (ACtrlP-PHY):

· preamble spreading code ID, message scrambling code ID

· initial tx power: PRACH
· power step size in ramping procedure: (P0
· power offset between preamble and message part: (Pp-m  (depends on TFCI on RACH)

· AICH transmission timing parameter

Following RACH tx control parameters on RRC are assumed (ACtrlP-RRC)

(broadcast as part of the system information message):

· "Physical channel information elements" for RACH, AICH  and FACH

(includes preamble spreading code ID, message scrambling code ID)

· "UE information elements/access control information", ffs.., which may include:

persistence value(s)  (possibly not identical with P in ACtrlP-MAC, could e.g. be a set of values for different UE classes), maximum number of preamble ramping cycles, power step size in ramping procedure ((P0), initial power setting related parameters ("constant value" in TS 25.214).
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Further design steps

Having agreed on the detailed RACH backoff procedure, it would be rather easy to specify a similar approach for the CPCH. Access control related RRC algorithms should be  specified after the MAC algorithms are agreed upon.

9/13/99 Samsung#10.0:
(1) The backoff time (T_BO2) was canceled from your text when L1 status is No Ack. However, I'd like to know why you get rid of this backoff time. I think that there needs a backoff time (ex. at least next TTI) when L1 status is No Ack.

9/13/99 Ericsson#10.1:

Regarding your first point, my assumption is that it is only possible to send  a PHY-Data-REQ primitive once per transmission time  interval (TTI) from MAC to PHY.  Since the decision "L1 status" is taken after sending of PHY-Data-REQ, I  thought it is not needed to show another timer in the flow chart  when  no  response on AICH is received. But this can possibly be shown in a better way in the chart.

9/13/99 Samsung#11.0:
(2) When L1 status is Nack, the backoff time is N TTI. Here, I want to know whether N is fixed value or variable. In my opinion, if N is fixed, the effect of this backoff time would decrease. I recommand N as a random variable which is, for example, distributed from 1 to N_max.

9/13/99 Ericsson#11.1:

On your second comment, my proposal indeed is to wait a fixed time interval of N TTIs, where the parameter N is set by RRC. Random backoff delay will anyway be added by the persistency procedure. I don't really see an advantage in having two random time intervals added.  This was proposed to simplify the backoff algorithm. But of course, the actions to be done when AICH-Nack is  received are open for discussion.

9/13/99 Samsung#12.0:
(3) The backoff time (T_BO1) has been changed into next TTI. In this item, I am of the same opinion. 

9/13/99 GBT#13.0:

GBT feels that the discussion of ACtlP-RRC vs ACtlP-MAC and ACtlP-PHY is useful but should not be included in section 11.2 of TS25.321.  Do  you agree that the MAC document should list only ACtlP-MAC parameters and show how they are used by MAC?

9/14/99 Ericsson#13.1:

I fully agree. Only the set of parameters referred to as ACtrlP-MAC need to be included in TS 25.321.  However, somewhere in our documentation the whole transmission control approach should be described. The best place probably is TS 25.303 (Annex  A of TS 25.321 could then be removed).

9/13/99 GBT#14.0:

Based on my understanding of the WG1 discussion concerning partitioning of RACH access opportunities, the ASC parameters (RACH subslot channel groups and signature sets) are used only by PHY layer and are not needed by MAC.  Shouldn't these parameters be moved from ACtlP-MAC to ACtlP-PHY?

9/14/99 Ericsson#14.1:

I  agree with this view. I commented this already at our previous meeting, e.g. when we discussed CR 015 to TS 25.301, but it was  decided to leave the function for now on MAC.  I don't think it is very  important how transfer of ASC parameters is modeled.

9/13/99 GBT#15.0:

Since the SystemInformation message on the BCCH is received by RRC, it seems that all of the ACtlP parameters must be included in ACtlP-RRC.  In addition there may be some RRC specific parameters which are unique to RRC and are not needed by MAC or PHY.  I suggest that it would be clearer in the discussion if all parameters were listed as part of ACtlP-RRC.  RRC function would then parse these parameters into 3 sets: one each for PHY, MAC, and RRC.

9/14/99 Ericsson#15.1:

In our discussion paper, the set of parameters denoted ACtrlP-RRC were actually defined as those that are broadcast via RRC system information message (maybe the choice of naming was not that lucky). Of course, I agree that all parameters, ACtrlP-RRC, ACtrlP-MAC and ACtrlP-PHY origin on RRC.  I'm not sure whether there is a need to define another set of parameters which are  not broadcast but unique to RRC. If that is the case it could as well be defined, as you suggest.

9/13/99 GBT#16.0:

ACtlP-PHY should also contain DeltaP1 which is the power step size for RACH ramping after receipt of AICH-nak.  This is a smaller step size than DeltaP0 and is used only after the UTRAN has successfully received a RACH preamble from the UE. 

9/14/99 Ericsson#16.1:

I agree that all parameters should be included that are needed to handle PRACH transmissions on PHY.  In WG1 it was assumed that the reaction  on AICH-Nack should be handled on PHY without need to indicate this to MAC.  Preamble ramping would not be stopped after reception of AICH-Nack, it would be continued at the next available access slot with power step DeltaP1 (which could be e.g. zero).  This may of course allow  faster completion of the access attempt. But there would  be no possibility to control retransmission on MAC. This concept could of course also be considered further. However, with our present approach of handling the  transmission control even in the case of AICH-Nack on MAC, the parameter DeltaP1 would become obsolete.

9/13/99 GBT#17.0:

GBT agrees with Samsung that the figure should be modified for L1 Status = No_Ack. Per your response, the figure may need to show an additional instance of timer T1 to wait a TTI before proceeding. 

9/14/99 Ericsson#17.1:

Accepted. The figure should be as clear as possible.

9/13/99 GBT#18.0:

GBT agrees with Samsung that Timer T2 should be a random backoff within range [1xTTI, NxTTI].  Receiving an AICH-nack may indicate a possible unresolved access collision between several UEs.  Therefore, the randomness in T2 backoff will resolve the possible collision on the next attempted access. 

9/14/99 Ericsson#18.1:

As stated in the reply to the comment from Samsung, this could be discussed further.  I think whether it is useful or not depends on the conditions that may cause a negative acknowledgement.  I did not consider that it could be used to indicate collision conditions. Could you clarify how this should be possible?

Our assumption was that AICH-Nack is used to indicate that the UE should stop preamble power ramping and not sent the message due to some immediate overload situation. This could e.g. be due to uplink load or simply due to nonavailable hardware resources for processing the message. The uplink load should primarily be handled via persistence value. However, with AICH-Nack the reaction could be much faster, and allow for less frequent update time of dynamic persistance value.

I can agree that, in case  Persistency~=1 it may be useful to have random   backoff, in certain conditions.  However, usually I would expect that when persistency is  close to 1, this should mean that there

is no need to defer RACH transmission (there should be sufficient randomization provided  by PHY with signature and access slot selection).
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