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Use of dynamic persistence to control the load on the RACH

1.0 Introduction

To date two proposals for controlling back-off on the RACH have been put forward.  Motorola [1] and Ericsson [2] have advocated the use of a network broadcast dynamic persistence value.  Sony [3] have advocated a UE-centric exponential back-off.  In this paper the pro's and con's of the two techniques are described.

2.0 Discussion of the RACH load control problem

There seems to be general agreement that at least in FDD it is possible to design the BS such that signature/time slot collisions will occur very rarely.  Indeed the RAN2 group has made this assumption in its discussions on whether Node B or RNC should provide acknowledgements to RACH messages.  In FDD therefore it is possible to design a system in which the prime objective of RACH load control/back-off is to control the aggregate amount of uplink power consumed by users on the RACH.    

3.0 Comparison of Network-centric dynamic persistence and UE-centric exponential back-off

3.1 Fitness for purpose

According to [3] the UE-centric exponential back-off approach is dependent on failed attempts.  In other words a UE makes its first access attempt straight away without applying any back-off.  If the UE determines that the RACH attempt has failed it randomly draws a back-off time from a uniform distribution, the maximum back-off time increasing exponentially with the number of failed transmission attempts.

There are two concerns with this:

a) The first is that it does not seem sensible to design a back-off scheme which only starts to work after a transmission failure has occurred.  If the uplink load is high then there should be a mechanism for reducing the number of UE's accessing the RACH until after the congestion situation has subsided.  In the UE-centric scheme UE's transmit initial RACH messages without any back-off and without any consideration of current uplink load conditions.   By forcing the UE to listen to the uplink persistence factor before sending any RACH message 'power collisions' are avoided.

b) There is a related concern with the UE centric back-off schemes (which only kick in after a failure has occurred).  If a RACH message has failed to get through then generally it will be because of excessive uplink interference.  Whilst in TDMA systems the RACH collisions may not affect the performance on the traffic channels operational in the same cell this will not be the case in CDMA where all channels are affected by the 'power collision'.  

3.2 Operator control and backward compatibility issues

The main claimed advantage of the UE-centric approach is that it saves on the downlink capacity which is consumed by transmitting persistence information.  However, this comes at a cost.  If the exponential back-off algorithm is 'hard wired' into the UE then the operator loses flexibility in controlling access to the uplink resource.  In addition if the algorithm which is hard wired in first generation terminals becomes unsuitable in the future then there is no mechanism for rectifying this.  The use of dynamic persistence solves both these problems.  

3.3 Responsiveness to changes in uplink load

If an uplink congestion situation suddenly disappears (eg through a DCH clearing down) then by using the persistence factor this can be quickly exploited (and RACH access delays reduced).  However, in the UE-centric approach UE's which experienced a collision during the congestion period would be delayed an unnecessarily long time before re-transmitting whilst they wait for their back-off interval to expire.

3.4 Mis-interpretation of transmission errors as collisions

Sometimes transmission errors on the RACH message part will occur even though the uplink load is not high and when no slot/signature collisions have occurred.  In the UE-centric approach this would unnecessarily result in a back-off occurring, this will not be the case where persistence is used.   

3.5 Downlink capacity consumed

Our estimate for downlink capacity consumed by use of dynamic persistence is only 75 bps [1].  This assumes that 3 bits are required to represent N where the persistence probability is given by p=2-N (giving values of p from 1 to 0.008).  The persistence factor would be transmitted once every 4 frames.

3.6 Conclusion

Of the schemes proposed we believe that dynamic persistence will yield the best performance and has advantages in terms of operator control, backwards compatibility and responsiveness to changes in load. Whilst there is a cost to pay in terms of downlink capacity consumed, the data rate requirement is low and we believe that the benefits outweigh any cost.   The solution applies to both FDD and TDD.

4.0 Proposal

It is proposed to adopt dynamic persistence as the only method for controlling RACH back-off.  If agreement can be reached the appropriate CR's will be produced.
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