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1. Introduction
In RAN-1 Ad-Hoc meeting, there are some agreements on polar codes for control channels as below: 
	
Agreement:
· To compare CRC-related aspects of polar code design,
· The same FAR performance (the same as LTE) should be considered for a fair comparison
· List size Lmax 8 is the baseline (evaluations of other values are not precluded)
· Performance metrics (may be based on analytic derivation) 
· BLER
· FAR (with AWGN as input to the decoder)
· Polar codes for control channels support one of the following alternatives:
· Alt. 1: CRC + “basic polar” (i.e. as per above agreed description) codes
· 1a: Longer CRC
· e.g.	(J + J’) bits CRC + basic polar
· 1b: J bit CRC
· The J bits can be distributed
· The CRC can be used for both error detection and error correction
· Alt. 2: J bits CRC + concatenated polar codes 
· e.g.	 J bits CRC + J’ bits CRC + basic polar;
            	 J bits CRC + J’ bits distributed CRC + basic polar;
           	 J bits CRC + PC bits + basic polar; (i.e. PC-Polar)
           	 J bits CRC + Hash sequence + basic polar;
…
· J bits CRC is only used for error detection




In this contribution, we compare the performance of two representative schemes for polar codes – CRC-concatenated polar codes and parity-check concatenated polar codes – for NR control channels. The former is the representative scheme of Alt. 1 and the latter is the representative scheme of Alt. 2 in the above agreement. The numbers of CRC bits shall be determined for each polar codes so that both polar codes can satisfy the FAR performance requirement as in LTE. The block error rates (BLERs) of two polar coding schemes are compared over AWGN channels under SCL decoding with list size 8. 

2. Concatenated Coding Schemes for Polar Codes
First, we define following basic notations for polar codes in this contribution.
[bookmark: OLE_LINK10][bookmark: OLE_LINK11][bookmark: OLE_LINK1]- : the number of information bits excluding CRC bits
- : the number of CRC bits
- : desired code rates (CRC bits are classified as parity bits)
- : the number of codeword bits ()
- : list size of successive-cancellation list (SCL) decoder 
To improve the performance of polar codes, some concatenated coding schemes were proposed. We consider two well-known concatenated coding schemes: CRC-concatenated polar codes [1] and single parity-check code concatenated polar codes [2][3]. We refer to the former as a CRC-aided Polar (CA-Polar) code and the latter as a parity-check polar code (PC-Polar).
2.1 CA-Polar Code 
CRC codes are most widely used for error detection in practical communication standards, and for example, 16-bit and 24-bit CRC are included in LTE data and control channel processing, respectively. The performance of polar codes is much improved by using CRC bits to filter out wrong paths remained after SCL decoding [1].
Let  be the number of CRC bits attached to codewords of polar codes, then the number of input bits to the Polar encoder is . From all  sub-channels, the best  sub-channels in terms of BER evaluated by density evolution are simply chosen for the information and CRC bits. Only a single ordered sequence is needed to define the code structure of a CA-polar code. The performance of the CA-SCL decoder does not vary significantly with the location of the CRC bits in the prechosen  sub-channels.
2.2 PC-Polar Code 
In [2] and [3], a concatenated coding scheme of single parity-check codes and polar codes was proposed. In PC-polar codes, the PC-frozen bit is newly defined as a frozen bit of which the value is not pre-fixed but determined by a linear combination of some information bits with lower indices in the SCL decoding. At the decoder, each PC-frozen bit helps in detecting errors of candidate paths during SCL decoding in a soft manner, thereby improving the performance. The number and the positions of PC-frozen bits should be carefully chosen since the performance of PC-polar codes very sensitive to those. As a result, two additional procedures are required for the code construction of PC-polar codes compared with that of CA-polar codes, which are given as follows:
1) Selection of the information (I), parity-check frozen (PF), and frozen (F) sub-channels 
2) Calculation of PC-frozen bits based on cyclic shift register operation
In [3], a selection rule for determining the pattern of sub-channels is provided in detail. According to the information block length  and the code rate , the numbers of sub-channels for I / PF are firstly calculated and then the positions of sub-channels for I / PF are determined based on the Hamming distance of each row in the generator matrix. After that, some of remaining sub-channels are additionally chosen for PF based on the Hamming distance criterion. 
In order to avoid the sequential procedure for the code construction of PC-polar codes, an alternative method was introduced in [4], which can parallelize the selection procedure by employing the pre-defined configurations for the polarization weight thresholds for I / PF and Hamming distance thresholds for PF. However, regardless of how PC-polar codes are constructed, additional operations and memory cannot be avoid when compared with CA-polar codes. If one can use the method of [3], the numbers and the positions of sub-channels for I / PF / F are determined in an on-the-fly manner in every transmission, and therefore additional complexity and latency are inevitable. Even though one can use the method in [4], a considerable amount of additional memory is required to pre-define the configurations for all possible combinations of  and . Furthermore, both the calculation of Hamming distance of rows in each generator matrix and the decision of PC-frozen bits also increase the complexity and latency of PC-polar codes. Therefore, it is clear that both the encoder and the decoder of PC-polar codes require additional operations or memory compared with CA-polar codes. Figure 1 and 2 represent the construction procedure for CA-polar codes and PC-polar codes, respectively. 


Figure 1 Construction procedure for CA-polar codes 


Figure 2 Construction procedure for PC-polar codes

Observation 1: Encoder and decoder of PC-polar codes require additional operations and additional memory compared with CA-polar codes.

3. Performance Evaluation
[bookmark: OLE_LINK18]In this section, we compare the performance of CA-polar codes and PC-polar codes. The block error rates (BLERs) and false alarm rates (FARs) of two polar codes are compared based on the setting described in Table 1. The FAR is defined as the number of CRC passed (CRC-valid decoding) over the number of total frames with AWGN as the input to the decoder. We basically follow the agreement on performance evaluation environments in RAN-1 Ad-Hoc meeting. The number of CRC bits for both polar codes are determined to satisfy the FAR performance requirement as the same as LTE. Since PC-polar codes exploit CRC bits to only detect decoding errors, a 16-bit CRC is assumed. However, CA-polar codes assumed to have a 19-bit CRC so that CRC bits are exploited to correct decoding errors within CRC-aided SCL decoding as well as to detect decoding errors. Simulation results in Appendix I represent that both concatenated polar codes have similar FAR performances and satisfy the FAR performance requirement.   
Table 1. Evaluation Setting 
	
	CRC-aided Polar Codes
	PC-Polar Codes[footnoteRef:1] [1:  All parameters required to define PC-polar codes without CRC bits are obtained from “Appendix: Code configuration Tables – Code configuration for control” in [3]. ] 


	Code construction
	[bookmark: OLE_LINK2]Ordered sequence in [3]
	Ordered sequence & parity-check bits [3]

	Decoding algorithm
	CRC-aided SCL decoding
	PC-aided SCL decoding

	CRC bits 
	19
	16

	List size 
	8

	Information bits 
	16, 32, 48, 64, 80, 120, 200

	Code rate 
	1/12, 1/6, 1/3, 1/2, 2/3


[bookmark: OLE_LINK9]Fig. 3 shows the required SNR of CA-polar codes and PC-polar codes to achieve BLER 0.1% when the SCL decoder with list size 8 is applied. PC-polar codes suffer from considerable performance loss compared with CA-polar codes, and especially, the performance gap is even greater than 0.5 dB for small block sizes and high code rates. 

[bookmark: _GoBack][image: C:\Users\User\Downloads\ReqSNR_L8-1.png]Figure 3 BLER Performance comparison between CA-polar codes and PC-polar codes ()

The reason why PC-polar codes suffer from the performance loss is due to the code construction method. In PC-polar code construction, sub-channels for information bits are determined after some of sub-channels are already assigned to PC-frozen bits. Although PC-frozen sub-channels are chosen based on the Hamming distance criterion, some good sub-channels are preoccupied for PC-frozen bits. Therefore, the total capacity of information sub-channels is degraded compared with CA-polar codes. This capacity loss caused by preoccupation of good sub-channels for PC-frozen bits may lead to the BER performance degradation. 
Observation 2: CA-polar codes outperform PC-polar codes in most cases, and the gap is even greater than 0.5 dB for small  and . 

4. Conclusions
In this contribution, we compared CA-polar codes and PC-polar codes. The encoding and decoding procedures of PC-polar codes are more complex than those of CA-polar codes. 
Observation 1: Encoder and decoder of PC-polar codes require additional operations and additional memory compared to CA-polar codes.
In our performance evaluation, we observe the following.
Observation 2: CA-polar codes outperform PC-polar codes in most cases, and the gap is even greater than 0.5 dB for small  and .
According to numerical results, there is no advantage of PC-polar codes than CA-polar codes in terms of the performance under practical consideration of eMBB control channels. In addition, PC-polar codes require additional operations and memory at both the encoder and the decoder for constructing polar codes. Finally, we have the following proposal based on the analysis and performance evaluation. 

Proposal 1: CRC-concatenated polar code should be considered as a baseline of Polar coding.  
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Appendix I. FAR Performance Results 

[image: D:\개인 연구 자료들\[2015.3-] 채널 코딩\Polar Codes\Simulation results\CA vs PC_20170201\FAR\L8K16.png]

Figure 4 FAR Performance comparison between CA-polar codes and PC-polar codes ()


[image: D:\개인 연구 자료들\[2015.3-] 채널 코딩\Polar Codes\Simulation results\CA vs PC_20170201\FAR\L8K32.png]

Figure 5 FAR Performance comparison between CA-polar codes and PC-polar codes ()
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Figure 6 FAR Performance comparison between CA-polar codes and PC-polar codes ()
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Figure 7 FAR Performance comparison between CA-polar codes and PC-polar codes ()
[image: D:\개인 연구 자료들\[2015.3-] 채널 코딩\Polar Codes\Simulation results\CA vs PC_20170201\FAR\L8K80.png]
Figure 8 FAR Performance comparison between CA-polar codes and PC-polar codes ()
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Figure 9 FAR Performance comparison between CA-polar codes and PC-polar codes ()
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Figure 10 FAR Performance comparison between CA-polar codes and PC-polar codes ()
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