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Introduction
The latency and throughput requirement should be considered to design eMBB data channel coding. This contribution discusses decoder throughput requirements taking into account the IR-HARQ. In addition, this contribution introduces how to calculate the decoding latency and throughput according to decoder architecture, row-parallel and block-parallel. Finally, we consider LDPC code parameters to support decoder throughput requirements.

Decoder Throughput for Requirement 
If y bits information block is received during x ms at the receiver, the channel decoder should decode the y bits information block within the x ms. That means decoder throughput should be higher than or equal to y∙103/x bps when transmission throughput is y∙103/x bps. Otherwise, the buffer overflow can be caused by continuously transmitted information block.
LDPC decoder throughput can be varied according to code rate since the size of parity check matrix for decoding is different according to code rate. For the convenience, let’s assume that the code rate of first transmission to support the peak transmission throughput 20Gbps is 8/9 in this contribution. Without HARQ, it would be sufficient to support decoder throughput 20Gbps with only code rate 8/9. In the case of retransmission with IR-HARQ, the size of parity check matrix for decoding should be enlarged while the information block size and the allowed decoding time is not changed from y bits and x ms, respectively. That is, decoder throughput 20Gbps should be supported with not only high code rates but also lower code rates when IR-HARQ is applied.


 
Figure 1. First format of a core matrix for high code rate

Regarding the transmission throughput requirement 20Gbps, decoder throughput requirements according to HARQ scenarios are given as follows:

Scenario 1 (Full IR-HARQ): IR is fully supported within the maximum circular buffer sizes 
In this scenario, let’s assume the maximum circular buffer size may be equal to the coded block length with code rate 1/3. For the multiple times of re-transmission, y bits information block with code rate 1/3 should be decoded within x ms in decoder as depicted in Figure 1. Therefore, decoder throughput requirement 20Gbps should be satisfied with code rate 1/3 which is lowest code rate for peak transmission .

Scenario 2 (Partial IR-HARQ): IR is supported only for the first re-transmission.
For the first re-transmission, y bits information block with code rate 4/9 should be decoded within x ms in decoder. Therefore, decoder throughput requirement 20Gbps should be satisfied with code rate 4/9.

Scenario 3 (CC-HARQ): Only CC is supported.
As same with case of no HARQ, it is sufficient to support decoder throughput requirement 20Gbps with code rate 8/9.
Table 1:  Summary of Decoder Throughput for 20Gbps Transmitting Throughput
	Scenarios
	Decoder Throughput Requirements

	Scenario 1 (Full IR-HARQ)
	Support 20Gbps with code rate 1/3

	Scenario 2 (Partial IR-HARQ)
	Support 20Gbps with code rate 4/9

	Scenario 3 (CC-HARQ)
	Support 20Gbps with code rate 8/9



Proposal 1: HARQ scenario should be considered to evaluate decoder throughput requirements.

Latency and throughput 
In this section, we introduce calculation methods of decoding latency and throughput and discuss corresponding LDPC parameters to achieve decoder throughput requirements.

Row Parallel Architecture
The row-parallel architecture provides a very high throughput and a very low latency, while its routing complexity can still be kept low. To enhance the throughput, we can reduce the number of effective row blocks to process using row-merging and apply dual frame processing to improve efficiency [2].
When the number of effective row blocks is L (= the number of layers in layered decoding) and the number of decoding iteration is I, the latency can be obtained as follows [3], [4]:



where NR denotes the number of processing clocks at each layered decoding step. 
The single decoder throughput can be obtained as follows:


where dual frame processing is considered.
· Ex) Consider the following implementation parameters: f = 600 MHz, I = 15, K = 8192. 
Then, the LDPC code with code rate 1/3 and 16-layer which is proposed in [2] can support decoder throughput 20 Gbps. 


Block Parallel Architecture
The block-parallel architecture is suited for the implementation of LDPC code with flexible base graph. However, it has reduced parallelism and requires programmable routing network that connects the L-value memories to the node computation units. When the number of ones in the base graph is N1 , the number of decoding iteration is I and number of blocks that are processed in parallel is C , the latency can be obtained as follows:
 

where NB denotes the number of processing clocks at each decoding step. 
The single decoder throughput can be obtained as follows:


where full-stage pipelining is assumed.

· Ex1) Consider the following implementation parameters: f = 600 MHz, I = 15, C = 4, K = 8192. 
Then, the LDPC code with code rate 1/3 and N1 = 408 which is proposed in [6] can support decoder throughput 3.1 Gbps. 
· Ex2) Consider the following implementation parameters: f = 600 MHz, I = 15, C = 4, K = 8192. 
Then, the LDPC code with code rate 4/9 and N1 = 320 which is proposed in [6] can support decoder throughput 4 Gbps. 
· Ex3) Consider the following implementation parameters: f = 600 MHz, I = 15, C = 4, K = 8192. 
Then, the LDPC code with code rate 8/9 and N1 = 113 which is proposed in [6] can support decoder throughput 11 Gbps. 

Note that number of ones related degree one in base graph is excluded in N1. 
Considering reasonable implementation parameters: I = 15, K = 8192, L=16, C=4, Table 2 shows achievable decoder throughputs for each decoder architecture. Row parallel architecture do support the peak throughput for every HARQ scenarios presented in Section 2 with single decoder, however block parallel architecture do not support the peak throughput for every HARQ scenarios with single decoder. If we assume clock frequency as 1.0 GHz as shown in Table 3, Block parallel architecture can support the scenario 3 (CC-HARQ) but still cannot support IR-HARQ scenarios. Note that the higher clock frequency needs the more power and may cause the critical path problem.

Table 2:  Achievable Decoder Throughputs for f = 600 MHz
	Decoder Architecture
	Code Rate 8/9
	Code Rate 4/9
	Code Rate 1/3

	Row Parallel Architecture
	20 Gbps

	Block Parallel Architecture
	11 Gbps
	4 Gbps
	3.2 Gbps



Table 3:  Achievable Decoder Throughputs for f = 1.0 GHz
	Decoder Architecture
	Code Rate 8/9
	Code Rate 4/9
	Code Rate 1/3

	Row Parallel Architecture
	20 Gbps

	Block Parallel Architecture
	~20 Gbps
	6.8 Gbps
	[bookmark: _GoBack]5.3 Gbps



Observation 1: Considering IR-HARQ at peak throughput, row parallel decoder architecture is preferred than block parallel decoder architecture.
Observation 2: Considering CC-HARQ at peak throughput, block parallel decoder architecture needs higher clock frequency than row parallel decoder architecture.
Proposal 2: Companies are encouraged to provide decoder configurations to support 20Gbps transmitting throughput taking into account HARQ scenarios.

Conclusion
In this contribution, we present the following observations and proposal: 

Proposal 1: HARQ scenario should be considered to evaluate decoder throughput requirements.

Observation 1: Considering IR-HARQ at peak throughput, row parallel decoder architecture is preferred than block parallel decoder architecture.
Observation 2: Considering CC-HARQ at peak throughput, block parallel decoder architecture needs higher clock frequency than row parallel decoder architecture.

Proposal 2: Companies are encouraged to provide decoder configurations to support 20Gbps transmitting throughput taking into account HARQ scenarios.
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