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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
In RAN1#86 it was agreed that channel coding technique(s) designed for data channels of NR support both Incremental Redundancy (IR) and Chase Combining (CC) HARQ [1]. For polar codes, the Incremental Freezing IF-HARQ solution was presented in [8] and additional evaluation results were given in [9]. The evaluation of IF-HARQ at the last meeting was accurate, and the IF-HARQ performance and complexity are sufficient to demonstrate that Polar can be selected as the scheme for short blocks. However, given the focus in this meeting to select the channel coding scheme for short blocks and that other companies planned to submit new codes (such as new short block LDPC codes), we demonstrate here that another IR-HARQ scheme for Polar is also feasible. Therefore, polar codes can be selected as the coding scheme for small blocks. As with the large block size, additional details will be decided in future meetings.
In this contribution, we first summarize the IF-HARQ method [8], and then discuss the IR-HARQ scheme and its performance.   
HARQ scheme for polar codes


	Figure 1 Diagrams of PC-Polar Encoding
The whole process of encoding of the PC-polar codes includes Pre-encoding processing, Arikan Encoding and shortening/puncturing. Most of the mechanisms of the polar HARQ schemes takes place in the pre-encoding processing. In the following text, to avoid confusion, we call the bit positions before Arikan Encoding as sub-channels, and those after Arikan Encoding as codeword or coded bits. 
In the following sections we describe both the IF-HARQ scheme [8] and IR-HARQ scheme. Both schemes show good performance in AWGN and fading channel and either one can be adopted for polar codes. 
Incremental Freezing HARQ design
The Incremental Freezing (IF) HARQ [2], a type of IR-HARQ scheme,  is based on the polarization theory that part of the information bits are re-transmitted on more reliable positions than in the previous transmissions. 
During the 1st transmission, an IF-HARQ Polar encoder determines information sub-channel set I1, the frozen sub-channel set F1, and the parity-check (PC)-frozen sub-channel set PF1 for a mother code length N given an information bit length of K1 and a code block length of M, with the PC-Polar construction and rate matching [3]. If this transmission fails, the encoder will re-transmit K2 information bits that were on the most unreliable K2 sub-channels in the 1st transmission. During the 2nd transmission, the sets I2, F2, and PF2 are determined for a mother code length N with the information bit length of K2 and code block length of M following the same PC-Polar construction and rate matching. Thanks to the reduced code rate, these K2 information bits are transmitted on more reliable sub-channels than in the previous transmission so that they are more likely to be successfully decoded. The decoded K2 bits are used as known frozen bits to help decode the remaining (K1-K2) information bits using the input LLRs of the 1st transmission. 
Figure 2 provides an example to illustrate the IF-HARQ scheme with a code block length of M=16 and information block length of K=12. 
During the 1st transmission, an encoder transmits the 12 information bits, i.e., u1, u2,…, u12 on the 12 determined information sub-channels, leading to a code rate of 3/4. 
If the 1st transmission fails, the encoder retransmits the second half of the information bits, u7, u8,…,u12, on the 6 new determined information sub-channels, leading to a code rate of 3/8.
If the 2nd transmission fails, the encoder retransmits u5,u6 from the 1st transmission and u11,u12 from the 2nd transmission on the 4 new determined information sub-channels, leading to a code rate of 1/4.
If the 3rd transmission still fails, the encoder retransmits u4,u10,u12 on the 3 new determined sub-channels, leading to a code rate of 3/16. 


[bookmark: _Ref465430447][bookmark: _Ref465072876][bookmark: _Ref465430430]Figure 2 Incremental Freezing HARQ Scheme for Polar codes
Figure 3 illustrates an example of decoding with 2 transmissions. The HARQ Polar decoder starts with the channel LLRs of the 2nd transmission: y(2). If it succeeds, this decoder outputs the hard decisions on the decoded information bits, which are in turn used as known frozen bits by the decoder to restart decoding the rest information bits in the 1st transmission.


(a) Decoder Structure


(b) Decoding Process
[bookmark: _Ref465072913]Figure 3 Incremental Freezing HARQ Decoder Structure and Decoding Process
There is also another scheme to realize IF-HARQ, where the number of information bits for retransmission is selected adaptive to the used channel. Here, the used channel means that the rate is changed with a late channel quality after transmission, rather than the predicted one before transmission. Note that it is easily and more accurately to get. If the transmission fails, the number of retransmitted information bits should be selected from current transmission, leaving the number of information bits decoded with the required success probability for the channel the current transmission has experienced. As shown in Figure 4, the initial transmission starts with a high code rate but unknown channel quality. After the 1st transmission, the decoding fails and the channel quality for the 1st transmission is obtained, for which a rate of 4/16 can be supported. Therefore, we leave the 4 most reliable information bits for decoding of the 1st transmission, and select the other 8 least reliable information bits for retransmission. If the channel in the 2nd transmission cannot support the code rate of 8/16 but can support the rate of 3/16, we leave the 3 most reliable information bits for decoding of the 2nd transmission, and select the other 5 least reliable information bits for next retransmission. The HARQ process goes on until the code rate is supported by the channel in some transmission, where the decoding succeeds. This rate-adaptive IF-HARQ scheme is a unique feature of Polar codes due to its nested property and leads to an inherent advantage in many applications. For example, in fast fading channels, the channel quality of the scheduled transmission will be quite different from the predicted one, which will cause that the code rate quite mismatches with the channel. Using this rate-adaptive IF-HARQ scheme, the rate can be adapted after the transmission, where the experienced channel quality can be accurately estimated and will not change, which make the rate very easily to match the channel.


[bookmark: _Ref467007237]Figure 4 Rate-adaptive IF-HARQ Scheme for Polar codes
Performance evaluations of the described IF-HARQ scheme above were presented in [8][9]. It was shown that the IF-HARQ scheme provides good performance in AWGN and fading channels.
Incremental Redundancy HARQ design
The Incremental Redundancy (IR) HARQ scheme is shown in Figure 5. This IR-HARQ scheme is based on the polarization theory that polarization is enhanced when the code length is increased [4]. Because a 2m-bit mother codeword is a subset of 2m+x mother codeword, i.e., the last 2m codeword bits of a 2m+x codeword is itself a smaller polar mother code word,  a polar decoder is able to recursively combine several short code words (2m bits) into a longer one (2m+x bits) at the input LLR stage. Figure 5 illustrates the case with 4 transmissions. In each re-transmission, the encoder generates a longer codeword with incremental redundancy codeword via encoding partial information bits with further step of polarization, and only transmits the incremental redundancy part. At the decoder side, the received LLRs of all transmissions are combined and decoded as a long codeword.


(a) Encoding


(b) Decoding
[bookmark: _Ref465430560]Figure 5 Overview of Incremental Redundancy HARQ Scheme of Polar Codes
The following notations are used: 
K:	Information bits length
Mt:	Transmitted code block length of transmission t
Nt:	Mother code block length of transmission t, power of 2. Specifically, N1= 
It:	Information sub-channel set for transmission t
Ft:	Frozen sub-channel set for transmission t
PFt: PC-frozen sub-channel set for transmission t
PFC: Copy sub-channel set in one transmission 
St:	Nt-sized sub-channel block
Iredundancy: New info sub-channel set in one transmission 
PFredundancy: New PC-frozen sub-channel set in one transmission
As shown in Figure 6, during the 1st transmission, an IR-HARQ Polar encoder determines the sets I1, F1, and PF1 for a mother code length of N1 given an information bit length of K and a code block length of M1 with the PC-Polar construction and rate matching [3]. If this transmission fails, the mother code length is extended from N1 to N2: it determines the sets I2, F2, and PF2 for a mother code length of N2 given an information bit length of K and a code block length of M2 with the same PC-Polar construction and rate matching. Because constructions for both transmissions rely on the same order sequence in a nested way, most entries in the sets I2 and PF2 on the second half of the N2-sized sub-channel block overlap with those in I1, and PF1 of the N1-sized sub-channel block (S1). However, since there are still K’ sub-channels (denoted as Iredundancy) in the information-set I2 that fall within the first half of the N2-sized sub-channel block (S2), the encoder will copy the K’ information bits which are in I1 of S1 but non-overlap with I2 in the second half of S2 to the positions specified by the set Iredundancy . Accordingly, the first half of S2 is denoted as the extended redundancy part. Then S2 is encoded through Arikan method into an N2-bit codeword, but only the M2-M1 coded bits in the first half of N2-bit code word will be transmitted, as shown in Figure 5(a). 
The decoder simply treats the channel LLRs of the 2nd transmission (redundant part) followed by those of the 1st transmission as channel LLRs of a longer codeword of (N2, M2, K). The longer the codeword is, the higher the polarization, and consequently higher coding gain.  


[bookmark: _Ref465430877]Figure 6 Encoder of IR-HARQ Scheme of PC-Polar Codes for All 4 (Re)-Transmissions
A detailed description of the operations in each transmission as illustrated in Figure 6 is given below. 
Denote that in the t-th transmission:
· Information sub-channel set , 
· Frozen sub-channel set , 
· Parity-check(PC)-Frozen sub-channel set , 
· Nt is mother code length
· Mt is code block length
· St is the index set of the Nt-sized mother code block for t-th transmission, i.e., {0,1,…,Nt-1}
1st transmission:
Determine the sets I1, PF1, and F1 for the N1-sized mother code block with information block length K, code block length M1 according to [3]. Transmit M1 coded bits over the physical channel.
2nd transmission:
Step-1：
· Update the indices of I1, F1, PF1, and S1 by adding N1 to all indices.
Step-2：
· Determine the sets I2, PF2, and F2 for the N2-sized mother code block with information block length K, code block length M2 according to [3], where N2=2*N1,M2=2*M1. 
Step-3:
· Determine the K’ information sub-channels that are within I2 but whose indices are less than N1 (extended redundancy part) Iredundancy.  
· Determine the PC-Frozen sub-channels that are within PF2 but whose indices are less than N1 (extended redundancy part) PFredundancy. 
· Determine the K’ sub-channels within I1 but outside I2 as the sub-channel set PFC.
Step-4：
· Sequentially copy the bit values from the sub-channels indicated by PFC to those indicated by Iredundancy
· Establish the one-to-one parity-check functions between Iredundancy and PFC
Step-5：
· Establish the parity-check functions for the information bits on the sub-channels indicated by Iredundancy over the sub-channels indicated by PFredundancy as in PC-Polar construction [3]; 
Step-6：
· Encode with Arikan method (N2*N2 Kronecker matrix), and only transmit (M2-M1)=M1 coded bits in the first half of the N2-sized codeword as redundancy part (because the second half of the codeword is exactly the codeword of the 1st transmission due to the unique structure of the Arikan kernel)
Step-7:
· Update the sub-channel sets: 
I2 = I1 + Iredundancy – PFC, 
PF2 = PF1 + PFredundancy + PFC, and 
F2 = S2 - I2 - PF2.
3rd transmission:
Step-1：
· Update the indices of I2, F2, PF2 and S2 by adding N2=2*N1 to all indices;
Step-2:
· Determine the sets I3, PF3, and F3 for the N3-sized mother code block with information block length K, code block length M3 according to [3], where N3=4*N1, M3=3*M1. Specifically, the first quarter of the N3-sized mother code block (i.e., 0,1, …, N1-1) is all shortened. The remaining 3N1-3M1 sub-channels to be shortened are determined following the method in [3].
Step-3:
· Determine the K’ information sub-channels that are within I3 but whose indices are equal or larger than N1 and less than 2*N1 (extended redundancy part) as Iredundancy.  
· Determine the PC-Frozen sub-channels that are within PF3 but whose indices are equal or larger than N1 and less than 2*N1 (extended redundancy part) as PFredundancy. 
· Determine the K’ sub-channels within I2 but outside I3 as the sub-channel set PFC.
Step-4 and Step-5 same as above.
Step-6:
· Encode with Arikan method (N3*N3 Kronecker matrix), only transmit (M3-M2)=M1 coded bits in the 2nd quarter of the N3-sized codeword as redundancy part, because the second half of the codeword is exactly the N2-sized codeword of the 2nd transmission due to the unique structure of the Arikan kernel. 
Step-7:
· Update the sub-channel sets as 
I3 = I2 + Iredundancy – PFC, 
PF3 = PF2 + PFredundancy + PFC, and 
F3 = S3 – I3 – PF3.
4th transmission:
Step-1：
· No update on indices of I3, F3, PF3. S4 ={0,1,…,N4-1}, where N4=4*N1.;
Step-2:
· Determine the sets I4, PF4, and F4 for the N4-sized mother code block with information block length K, code block length M4 according to [3], where N4=4*N1, M4=4*M1. 
Step-3:
· Determine the K’ information sub-channels that are within I4 but whose indices are less than N1 (extended redundancy part) as Iredundancy.  
· Determine the PC-Frozen sub-channels that are within PF4 but whose indices are less than N1 (extended redundancy part) as PFredundancy. 
· Determine the K’ sub-channels within I3 but outside I4 as the sub-channel set PFC.
Step-4 and Step-5 same as above.
Step-6:
· Encode with Arikan method (N4*N4 Kronecker matrix), only transmit (M4-M3)=M1 coded bits in the 1st quarter of the N4-sized codeword as redundancy part, because the remaining part of the codeword is exactly the last 3 quarters of the N3-sized codeword in the 3rd transmission due to the unique structure of the Arikan kernel. 
Step-7:
· Update the sub-channel sets as I4 = I3 + Iredundancy – PFC, PF4 = PF3 + PFredundancy + PFC, and F4 = S4 – I4 – PF4.
An example of the IR-HARQ scheme can be found in the appendix-A. 
Note that in the IR-HARQ encoder, the information bits in PFC are sequentially copied to the sub-channels indicated by Iredundancy. At the decoder, the sub-channels indicated by the PFC will contain one-to-one parity-check bits associated to the information bits (meaning each parity-check bit in PFC is a one-to-one check for the information bit) in Iredundancy, as shown in Figure 6.
Furthermore, the size of the information sub-channels It+1 remains the same, the size of the parity-check sub-channels increases, and the mother code length is doubled from the t-th transmission to (t+1)-th transmissions (except for the 4th transmission where the mother code length remains unchanged). All of them contribute to enhancing the polarization. The decoder combines the channel LLRs of all transmissions as the channel LLRs of a longer codeword to decode them. 
Figure 7 shows PC-SCL decoder configuration for a second transmission with the updated Information sub-channel set and parity-check functions as described above. 


[bookmark: _Ref465430958]Figure 7 Decoder Configuration of IR-HARQ Scheme of PC-Polar Codes for 2nd Transmission
The extended redundancy parts have much lower code rates than the 1st transmitted block and are always placed prior to the extended redundancy part of the previous transmission. In this way the decoder can skip a large number of the frozen bits from the header and start to decode from the middle of the combined codeword reducing complexity and latency. Moreover, the code rate becomes lower and lower with more re-transmissions, meaning that there is an increasing number of frozen bits to skip when decoding subsequent re-transmissions. 
Performance of IR-HARQ
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Simulation parameters in Table 1 are used to compare the performance among the IR-HARQ schemes of Polar codes, LTE Turbo codes, and LDPC codes. Normalized Min-Sum and Offset Min-Sum with iterations up to 20 are implementable and used here as LDPC decoders [7]. List 8 and 24 decoders are implementable and used here as Polar decoder. Analysis of area efficiency and latency for such polar decoders is given in [10].
Additional results are also shown in Appendix-B.
[bookmark: _Ref465776322]Table 1 Simulation Assumptions
	Channel
	AWGN and Fading Channel

	Max HARQ transmissions
	4

	Coding Scheme
	Polar
	LTE-Turbo
	LDPC scheme 1 [5] 
	LDPC scheme 2 [6]

	Decoding algorithm
	PC-SCL, List=8, 32
	Max-log-map, scale0.75, iteration=8
	LNMS, scale0.8125 iteration=20
	LOMS, offset 0.5, iteration=20


[bookmark: _Ref465499411]


· Performance of Polar, Turbo, and LDPC Codes
[image: ]
(a) BLER
[image: ]
(b) Normalized Throughput
[bookmark: _Ref465088781][bookmark: _Ref465431377]Figure 8 IR-HARQ Performance of Polar, Turbo, and LDPC codes
In Figure 8(a), it is observed that the IR-HARQ of Polar codes outperforms those of Turbo codes and LDPC codes on every (re-)transmission. Furthermore, the coding gain of polar codes vs. LDPC and Turbo increases with more retransmissions. This is because the coding gain of polar codes is not bounded by the code rates. These coding gains lead to some throughput advantages over Turbo and LDPC across the whole SNR range, as shown in Figure 8(b). The performance of LDPC scheme 1 is comparable or even worse than LTE Turbo codes in the 3rd and 4th transmissions. This is because the code rate becomes low at the 3rd and 4th transmissions, and LDPC needs much more iterations to obtain the coding gain.
Observation-1: The IR-HARQ scheme of polar codes outperforms those of Turbo codes and LDPC codes for every (re-)transmissions, which results into throughput gain in the AWGN channel.
  
· Performance of IR-HARQ for Short Block Length
In the cases of very short block (40-bit), we compare the IR-HARQ with CC-HARQ schemes in Figure 9. 
Observation-2: The IR-HARQ scheme of polar codes outperforms the CC-HARQ scheme of polar code for every (re-)transmissions in case of small block lengths. 
[image: ]
[bookmark: _Ref465089375][bookmark: _Ref465431464]Figure 9 BLER Performance of IR- and CC-HARQ of Polar Codes



· Performance of IR-HARQ in Fading Channel
We simulate the performance of the IR-HARQ scheme of Polar codes in fading channel with LTE HARQ process in ETU channel with Doppler frequencies of 5Hz (speed of 3KMPH) and 55Hz (speed of 30KMPH). More results in fading channel including EVA channel with speed of 300KMPH can be seen in Appendix-B.
[image: ]
(a) Doppler Frequency: 5Hz
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(b) Doppler Frequency: 55Hz
[bookmark: _Ref465431496]Figure 10 BLER Performance of IR-HARQ of Polar Codes in Fading Channel
In Figure 10, it is shown that the performance of IR-HARQ of Polar codes is stable in fading scenario. 
Observation-3: The IR-HARQ scheme of polar codes outperforms those of Turbo codes and LDPC codes for every (re-)transmissions in fading channel.  
Considerations on HARQ schemes
LDPC IR-HARQ
Although LDPC IR-HARQ can be suppoted by single nested base matrix design, there are some fundamental limitations and drawbacks.
Firstly, the IR-HARQ capability of LDPC codes is not flexible and limited by the designed parity check matrix (PCM). The lowest code rate of LDPC code is determined once the parity check matrix is given. With IR-HARQ, the code rate decreases with each retransmission. If the lowest rate is reached, the left part can only do CC-HARQ. In this way, the coding gain of HARQ is limited by the lowest rate of the parity check matrix. For the LDPC in [5], for the code rate of 1/2, the high or medium family should be selected for the initial transmission. When reaching the 4th transmission, the code rate becomes 1/8, for which the low LDPC family should be selected but is not. The fact that the same PCM is used for all four transmissions will inevitably cause performance degradation. For the LDPC in [6], the supported lowest code rate is 1/3. It cannot achieve any coding gain when the code rate is below 1/3, while about 0.8dB coding gain can be obtained in AWGN channel via extending the code rate to 1/6 by the low LDPC family in [5]. This makes LDPC codes not easy to meet the requirements of some new services with more stringent reliability or coverage (extremely low code rate) enhancement.
Secondly, LDPC IR-HARQ performance heavily depends on the decoder. If LAMS and LOMS decoders are used, the IR-HARQ performance is unstable. This is because LAMS and LOMS decoders are sensitive to SNR estimation error, and the performance degradation becomes more significant in re-trasnmission, as shown in Figure 11. While with LNMS decoder, LDPC IR-HARQ performance is stable, as shown in Figure 12. 
[14] proposed to use working point for LAMS to address the SNR estimation error sensitive problem, which works well for AWGN channel and also for LOMS. But for fading channels, the working point obtained from AWGN channel can be very different from the real SNR, which causes significant performance loss compared to the LNMS decoder. To date, only LNMS seems to be the practical decoder for LDPC, which works stable in AWGN and fading channels and for IR-HARQ.
[image: ]
(a) LAMS decoder
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(b) LOMS decoder
[bookmark: _Ref467005459]Figure 11 Performance of LDPC IR-HARQ w/o SNR Estimation Error 
Observation-4: LDPC IR-HARQ performance is unstable with SNR-estimation-error-sensitive decoders, including LAMS and LOMS.
[image: ]
[bookmark: _Ref467008090]Figure 12 IR-HARQ Performance of LDPC and Polar Codes w/o SNR Estimation Error
Observation-5: LDPC IR-HARQ performance is stable with LNMS decoder. Polar IR-HARQ performance is stable with PC-SCL decoder. 
CRC Overhead Influences on Polar IF-HARQ
[bookmark: _GoBack]For CRC-Aided Polar codes, CRC is needed to help decoding. For each (re-)transmission in IF-HARQ, additional CRC is attached, which leads to increasing overhead and degraded performance of HARQ if the number of CRC bits is not chosen appropriately. While for PC-Polar, the decoder uses inherent parity-check to do list decoding, and CRC overhead is avoided (no CRC bits are used for error correction in PC-Polar). 
Observation-6: The released CRC overhead of PC-Polar leads to better performance of IF-HARQ.
Different View of Polar IR-HARQ
We proposed the IR-HARQ scheme from polarization point of view, i.e., extending the Polar code length and enhancing the polarization, thus making the (re-)transmission enjoy the coding gain of a long codeword.
This scheme is also supported from [13], from outer and inner coding point of view. The (re-)transmission process can be modeled as the following equation, where information bits are encoded via a longer codeword to generate the incremental coded bits.  are the codeword for the 1st, 2nd, 3rd, and 4th transmissions, respectively. , and  only copy some informatin bits from . The encoding matrix is a normal Arikan kernel and enlarged with the re-transmission.

The constructed Polar code with this IR-HARQ scheme is consistent with PC-Polar and can be decoded directly using the PC-SCL decoder, thus does not introduce additional complexity.
Figure 13 shows the IR-HARQ performance of small block size, with the schemes presented in this contribution (perfomances’ legends on top-right) and [13] (Figure 4, performances' legends on bottom-left). There are some difference in the simulation settings. [13] used Arikan Polar and code length is 128. We used PC-Polar and the code length is 120. It should be noted that for this case, no coding gain can be obtained for other codes with lowest code rate of 1/3, including LTE Turbo code and LDPC code presented in [6].

[image: ]
[bookmark: _Ref467005733]Figure 13 Polar IR-HARQ Performance of Small Block Size
Observation-7: Polar IR-HARQ has obvious coding gain over CC-HARQ. 
Conclusion
We have considered IF-HARQ and IR-HARQ schemes for Polar codes. Evaluation of IF-HARQ scheme was shown in [8,9]. In this contribution we provide performance evaluation of the IR-HARQ scheme described in Section 2.2. Comparisons with LTE Turbo codes and LDPC codes with IR-HARQ for polar codes are also given. Results show that the normalized throughput of the IR-HARQ scheme of Polar codes outperforms that of the IR-HARQ scheme of other candidates across the whole SNR range. We have the following observations.
Observation-1: The IR-HARQ scheme of polar codes outperforms those of Turbo codes and LDPC codes for every (re-)transmissions, which results into throughput gain in the AWGN channel.  
Observation-2: The IR-HARQ scheme of polar codes outperforms the CC-HARQ scheme of polar code for every (re-)transmissions in case of small block length and low code rate. 
Observation-3: The IR-HARQ scheme of polar codes outperforms those of Turbo codes and LDPC codes for every (re-)transmissions in fading channel.  
Observation-4: LDPC IR-HARQ performance is unstable with SNR-estimation-error-sensitive decoders, including LAMS and LOMS.
Observation-5: LDPC IR-HARQ performance is stable with LNMS decoder. Polar IR-HARQ performance is stable with PC-SCL decoder. 
Observation-6: The released CRC overhead of PC-Polar leads to better performance of IF-HARQ.
Observation-7: Polar IR-HARQ has obvious coding gain over CC-HARQ.
In summary, the polar coding scheme supports Incremental Redundancy HARQ. We found that both Polar IF and IR HARQ methods are acceptable for short block lengths and either one can be adopted for polar codes. We propose:
Proposal: Adopt polar codes for eMBB data for small blocks. 
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Appendix-A
An Example of IR-HARQ Constructions for PC-Polar Codes
Initial code parameters:
Information bit length: K=20
Code block length: M1=30

1st transmission
Mother code length: N1=32
S1 = {0,1,…,31}

Construct PC-Polar (30, 20)
I1 = {3, 5, 6, 7, 9, 10, 11, 13, 14, 17, 19, 21, 22, 23, 25, 26, 27, 28, 29, 30}
PF1 = {4, 8, 12, 16, 18, 20, 24}

Shorten bits = {15, 31};
Transmit coded bits = {0,1,…,31}-{15,31}

2nd transmission
Code length extends to M2=60
Mother code length: N2=64
S1 = {32,33,…,63}; S2 = {0,1,…,63}; 
Extended part = {0,1,…,31}

Updated bit indices
I1 = {35, 37, 38, 39, 41, 42, 43, 45, 46, 49, 51, 53, 54, 55, 57, 58, 59, 60, 61, 62}
PF1 = {36, 40, 44, 48, 50, 52, 56}

Construct PC-Polar (60, 20)
I2 = {23, 26, 27, 29, 30, 37, 39, 43, 45, 46, 51, 53, 54, 55, 57, 58, 59, 60, 61, 62}
PF2 = {25, 28, 35, 38, 41, 42, 44, 49, 50, 52, 56}

Iredundancy = {23, 26, 27, 29, 30}
PFC = {35, 38, 41, 42, 49}
One-to-one PC function: {2335; 2638; 2741; 2942; 3049}
PFredundancy= {25, 28}

For decoder
I2 = {23, 26, 27, 29, 30, 37, 39, 43, 45, 46, 51, 53, 54, 55, 57, 58, 59, 60, 61, 62}
PF2 = {25, 28, 36, 40, 44, 48, 50, 52, 56}
One-to-one PC function: {2335; 2638; 2741; 2942; 3049}

Shorten bits = {15, 31, 47, 63} 
Transmitted coded bits = {0,1,…,31}-{15,31}

3rd transmission
Code length extends to M3=90
Mother code length: N3=128
S2 = {64,65,…,127}; S3 = {32,33,…,127}; 
Extended part = {32,33,…,63} (The code length to 4*N1. However, the first quarter (0,1,…,31) will be  shortened first, the code length is extended only to 90, no information bits are put in the first quarter in this transmission.)

Updated bit indices
I2 = {87, 90, 91, 93, 94, 101, 103, 107, 109, 110, 115, 117, 118, 119, 121, 122, 123, 124, 125, 126}
PF2 = {89, 92, 100, 104, 108, 112, 114, 116, 120}

Construct PC-Polar (120, 20) (equal to shorten the first quarter and construct PC-Polar (90, 20))
I3 = {59, 61, 62, 87, 91, 93, 94, 103, 107, 109, 110, 115, 117, 118, 119, 121, 122, 123, 125, 126}
PF3 = {60, 71, 75, 77, 78, 83, 85, 86, 89, 90, 92, 99, 101, 102, 105, 106, 108, 113, 114, 116, 120, 124}

Iredundancy = {59, 61, 62}
PFC = {90, 101, 124}
One-to-one PC function: {5990; 61101; 62124}
PFredundancy= {60}

For decoder
I3 = {59, 61, 62, 87, 91, 93, 94, 103, 107, 109, 110, 115, 117, 118, 119, 121, 122, 123, 125, 126}
PF3 = {60, 89, 92, 100, 104, 108, 112, 114, 116, 120}
One-to-one PC function: {5990; 61101; 62124; 8799; 90102; 91105; 93106; 94113}

Shorten Bits = {15, 31, 47, 63, 79, 95, 111, 127}
Transmitted coded bits = {32,33,…,63}-{47,63}

4th transmission
Code length extends to M4=120
Mother code length: N4=128
S3 = {32,33,…,127}; S4 = {0,1,…,127}
Extended part = {0,1,…,31} 

Updated bit indices (This step is not needed for this implementation method, but to make the process consistent.)
I3 = {59, 61, 62, 87, 91, 93, 94, 103, 107, 109, 110, 115, 117, 118, 119, 121, 122, 123, 125, 126}
PF3 = {60, 89, 92, 100, 104, 108, 112, 114, 116, 120}

Construct PC-Polar (120, 20) (This step is not needed for this implementation method, but to make the process consistent.)
I4 = {59, 61, 62, 87, 91, 93, 94, 103, 107, 109, 110, 115, 117, 118, 119, 121, 122, 123, 125, 126}
PF4 = {60, 71, 75, 77, 78, 83, 85, 86, 89, 90, 92, 99, 101, 102, 105, 106, 108, 113, 114, 116, 120, 124}

Iredundancy = { } (For this example, no information is put on the first quarter.)
PFC = { }
One-to-one PC function: { }
PFredundancy= { }

I4 = {59, 61, 62, 87, 91, 93, 94, 103, 107, 109, 110, 115, 117, 118, 119, 121, 122, 123, 125, 126}
PF4 = {60, 89, 92, 100, 104, 108, 112, 114, 116, 120}
One-to-one PC function: {5990; 61101; 62124; 8799; 90102; 91105; 93106; 94113}

For decoder
Shorten Bits = {15, 31, 47, 63, 79, 95, 111, 127}
Transmitted coded bits = {0,1,…,31}-{15,31}


Appendix-B
· IR-HARQ Results in AWGN Channel:
Information bit length: 100
[image: ][image: ][image: ][image: ][image: ][image: ][image: ]
Information bit length: 400
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Information bit length: 1000
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· IR-HARQ Results in Fading Channel:
· ETU channel with 30KMPH
Information bit length: 100
[image: ]


[image: ][image: ]


[image: ][image: ]

[image: ][image: ]

Information bit length: 400
[image: ]

[image: ] [image: ] [image: ]  [image: ][image: ] [image: ]




Information bit length: 1000
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· EVA channel with 300KMPH
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