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1	Introduction
In this contribution, we discuss important aspects and guidelines to use when selecting the short block eMBB coding scheme. In Ran1 #86bis meeting, LDPC was chosen as the eMBB coding scheme at least for information block sizes larger than X, where X to be decided from the range 128-to-1024 bit during the Ran #87 meeting. In particular, the following agreement was made in Ran1 #86bis meeting on the eMBB data channel coding scheme. 
Agreement:
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X
· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account
· The channel coding scheme(s) for URLLC, mMTC and control channels are FFS
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2.1 	Possible solutions for eMBB
Following solutions were proposed [1,2,3] during Ran1 #86 meeting as the possible solutions for the eMBB data coding scheme.  
· Solution 1: LDPC codes only
· Solution 2: LDPC + Turbo codes for lower block sizes
· Solution 3: LDPC + Polar codes for lower block sizes 
Next, we discuss shorter block size performance and other relevant details to facilitate the selection of the coding scheme.  
2.2 	Performance at shorter block sizes 
In RAN1 #86bis meeting, it was not possible to draw conclusions for performance observations with the results submitted to the meeting. However, important observations on implementation complexity, latency, HARQ, and other aspects were captured in the agreed observations, and those can be used to align simulation parameters to provide fair performance comparison among codes.  


In [4] and [5], we follow the agreed observations and evaluate performance at short block sizes as follows, 
1. Performance with realistic assumptions (with observations agreed by all companies) [4] : R1-1612276
a. LDPC with offset min-sum decoding 
b. Turbo with scaled max-log-map decoding 
c. Polar with list-4 with CRC aided decoding 
d. Add CRC overhead to all codes to have similar error detection capability  
i. LDPC codes : 16 CRC bits
ii. Turbo codes : 24 CRC bits
iii. Polar with CRC aided decoding : 26 CRC bits

2. Performance with quasi-ML decoders (with observations agreed by some companies) [5] : R1-1613072
a. Simulation results for several codes (BCH, LDPC, Polar) with single decoder algorithm (OSD)
b. Simulation results with ordered statistics decoding (OSD) for LDPC and Polar. 
c. Simulation results with list-32 decoder for LDPC
We have following observations/proposals considering the results we see in [4] and [5]. 
With realistic assumptions [4]
· Observation 1: For 128 info block, LDPC performance is slightly better compared to Polar and Turbo at lower code rates, and the performance gain of LDPC is significant at higher code rates. 
· Observation 2: For 400-600 info blocks and 1/3-3/4 code rates, all coding candidates (LDPC, Turbo, and Polar) provides similar performance. For lowest and higher code rates (5/6 and 8/9), LDPC shows better performance compared to other codes. 
· Observation 3: For 800 info blocks and 1/3-5/6 code rates, all coding candidates (LDPC, Turbo, and Polar) provides similar performance. For lowest and highest code rates, LDPC shows better performance compared to other codes.
· Observation 4: For 1024 info blocks and all code rates, LDPC and Turbo shows better performance. Performance of Polar codes for lower code rate is poor as mother polar code block is always limited to 2048 when supporting lowest code rates (repetition has poor performance).
· Observation 5: Considering all block sizes, LDPC shows very good performance for all code rates that are in interest for eMBB data.   

With quasi-ML decoders[5]
· Observation 1: As a code, LDPC has better performance compared to Polar codes. All codes can improve their short block performance when they use concatenation with other codes.
· Proposal 1: CRC concatenation (or any other concatenation) should be used for all codes or not considered at all in order to get a fair comparison of the inherent performance of the codes.
· Observation 2: LDPC codes can improve their performances by assuming quasi-ML decoding algorithms, which often outperform polar and turbo due to their very good minimum Hamming distance properties. 
· Observation 3: There are different decoding options that we could use to improve the performance of LDPC codes at lower block sizes. With list-32 decoding, performances are improved about 0.5 dB compared to offset min-sum decoder.  
Observation 1 : LDPC shows the best performance for shorter blocks of eMBB data considering both realistic simulation assumptions and quasi-ML decoding. 



2.3 	Other Considerations 
In this section, we highlight various other aspects that we need to consider when finalizing eMBB short block codes. 
2.3.1 Parity check concatenated Polar codes
Parity check concatenated polar codes is the newest design proposed for polar codes in [6], but a similar work was carried out in the literature [7] to replace CRC concatenation. 


Figure 1 : Parity check concatenation in [6,7]
According to the proponents [6, 7], this kind of parity check concatenation can replace CRC bits used for error corrections and provide similar block error performance. In particular, parity check provides more room for better code construction by utilizing frozen bits, whereas CRC concatenation uses the most reliable positions of the unfrozen bits of the polar codeword to allocate for CRC bits. 
Performance gains can be achieved compared to CRC concatenations with heuristic construction in [7] (not the method used by [6]). However, such schemes are highly complex and the authors consider similar approaches mentioned in [7]. It is not clear how the PC bits can be taken as frozen bits as in [6], as the usable frozen bits are fixed and known by the receiver rather than dynamically calculated from the information bits. In summary, we do not see any difference between CRC concatenation and Parity check concatenation considering results showed in [6] and [7].
More importantly, at lower block sizes CRC overhead is large to support necessary error detection. Polar codes do not have built-in error detection capability and have to rely on CRC for detecting errors in the block. Also, having parity check concatenation is only used for error correction, where additional CRC bits (24 bits to provide similar error detection capability) is needed for error detection.  Therefore, our analysis provided in [4] is more realistic compared to the analysis provided in [6].
2.3.2 Performance loss when CRC is assumed for error detection
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Figure 2 : BLER performance for LTE Turbo codes with 6 and 24 CRC bits.  
In Figure 2 and Figure 3, we show the importance of considering CRC overhead to provide a fair comparison among proposed codes. Figure 2 shows performance loss due to CRC overhead at info block of 400 bits. We used LTE turbo codes with the same set-up and simulated two cases when CRC bits are equal to 6 and 24 bits. Red curves show a lower CRC overhead (6 bits), and blue curves show when we assume full CRC overhead required for the data channel. It is evident that performance degrades with CRC overhead. The difference is much higher when we have lower code blocks than 400 bits. 
In Figure 3, we provide parity check concatenated polar codes in [6] with and without CRC at 100 info block size. Red curves show simulation results with 24 CRC bits and blue curves show without CRC bits. Some proponents of polar codes show simulations without CRC bits for PC-Polar and show comparable performance compared to CRC assisted polar decoding. However, from Figure 3, it is clear that there is a significant loss in PC-polar performance when CRC is appended to support error detection. This is mainly due to two reasons, 
[bookmark: _GoBack]1.    CRC overheard always reduces performance as showed in LTE turbo case. 
2.    PC-polar has to allocate CRC bits in the reliable info bit positions, their performance degrades further as some info bits should be assigned at least reliable positions of the polar code.
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Figure 3 : PC-Polar list-8 with and without CRC bits for 100 info block size

Observation 2: PC-Polar design has significant performance loss (2-4 dB) when CRC is attached for error detection. 
Proposal 1: PC-Polar is not suitable for lower block sizes as significant performance loss can be observed with realistic assumptions. 
2.3.2 Single code vs Two code
Implementation aspects
Both area-efficiency and energy efficiency were identified as key evaluation metrics to measure implementation complexity. From our previous investigations [8], it was clear that LDPC provides the best hardware efficiencies compared to Turbo and Polar codes. Considering implementation aspects, we see following benefits of having the LDPC codes for the full range of block sizes, 
1. LDPC codes provide comparable performance with all other codes when assuming the same decoder implementation to support lower block sizes. 
2. Adding new code to support lower block size reduce the area efficiency of both encoder and decoder, and does not provide additional performance gains in practice. 
3. Having single code allows more flexibility to the device manufacturer to optimize the decoder implementation. For example, it provides the freedom to implement single decoder or multiple decoders based on available chip area, performance gains, deployment scenario, and many other aspects. 
4. If future developments allow more complex decoders to be implemented for shorter blocks, LDPC can also have separate low throughput decoder optimized to get the performance benefits.

Flexibility aspects 
In Ran1 #86bis meeting, it was agreed that all codes can support good flexibility, but there were some concerns on IR HARQ support on polar codes. The agreed observation were, 
Observations:
· Chase- and IR-HARQ support
· The proponents of LDPC and Polar have shown schemes for support of both CC- and IR-HARQ in their respective codes
· Some companies have concerns on the incremental freezing method of HARQ support for Polar codes
· One company has concerns on the complexity of IR-HARQ for LDPC codes
· The ability of Turbo codes to support both CC- and IR-HARQ is well known 
It was clear that many companies had concerns about IR HARQ support of the polar codes, and we highlight such concerns in [9]. Cell edge users may operate with lower block sizes, where IR HARQ support is critical to have reliable communication over heavy fading and interferences. Incompetence to have good performance for IR HARQ may reduce overall throughput of the system. 
Proposal 2: Polar codes are not fulfilling some basic requirements such as IR HARQ support to consider that as a candidate for short block eMBB data. 
In Table 1, we summarize different aspects we should consider when deciding the best solution for eMBB data. 
Table 1: Comparison of various solutions for eMBB data
	LDPC only
	LDPC + Turbo (for small blocks)
	LDPC + Polar (for small blocks)

	As a code, LDPC is capable of providing good performance over the full range of block sizes and code rates expected in eMBB. 
HARQ: both IR and CC provide very good performance.
Decoder implementation is flexible and companies can focus on implementing according to their preference. (Energy efficient, Low latency, area-efficient, or any other design preferences).  
Best code for shorter blocks according to theory and does not require 24 CRC bits as with other codes. (Performance gains with OSD and list decoders).
	One decoder will always be in the idle state; area-efficiency of the decoder is poor. 
Multi-mode decoders (capable of decoding both turbo and LDPC) do not have good implementations. 
HARQ support is available for both codes. 
No performance gain over LDPC
Optimizing performance for shorter and larger block sizes does not require two different codes. There are many variations of decoding algorithms to improve performance when throughput requirements are not high. 
	One decoder will always be in the idle state; area-efficiency of the decoder is poor. 
Polar codes have performance concerns when supporting IR HARQ. 
Mother code of the polar is limited to 2^N. E.g. Rate 1/6 and block size 1000 may operate with 8192 block polar code, which is not a simple implementation for lower block support. 
Implementation on polar list decoders will have higher silicon and energy consumptions still to support lower throughputs.
No performance gain over LDPC.
Optimizing performance for shorter and larger block sizes does not require two different codes. 


Considering performance studies, implementation concerns, HARQ support, maturity of the designs it is evident that LDPC only can fulfil the eMBB data channel coding requirements of NR. 
Proposal 3: 	The channel coding scheme for eMBB data should be LDPC for all information block sizes. 
3	Conclusion
Observation 1: LDPC shows the best performance for shorter blocks of eMBB data considering both realistic simulation assumptions and quasi-ML decoding. 
Observation 2: PC-Polar design has significant performance loss (2-4 dB) when CRC is attached for error detection. 
Proposal 1: PC-Polar is not suitable for lower block sizes as significant performance loss can be observed with realistic assumptions. 
Proposal 2: Polar codes are not fulfilling some basic requirements such as IR HARQ support to consider that as a candidate for short block eMBB data. 
Proposal 3: 	The channel coding scheme for eMBB data should be LDPC for all information block sizes. 

References
[1] R1-1610767	“Way forward on eMBB data channel coding”, Samsung, Qualcomm, Nokia, Alcatel-Lucent Shanghai Bell, et. al.
[2] R1-1610604	“WF on channel codes for NR eMBB data”, AccelerComm, Ericsson, Orange, IMT, LG, NEC, Sony
[3] R1-1610607	Way Forward on Channel Coding,	ZTE, ZTE Microelectronics, et. al., 
[4] R1-1612276 “Coding performance for short block eMBB data”, Nokia, Alcatel-Lucent Shanghai Bell
[5] R1-1613072 “Near optimal performance for LDPC with OSD/List decoding”, Nokia, Alcatel-Lucent Shanghai Bell
[6] R1-1608862, “Polar Code Construction for NR”, Huawei, HiSilicon.
[7] Tao Wang, Daiming Qu, Tao Jiang, “Parity-Check-Concatenated Polar Codes”, IEEE Communications Letters, year: 2016, volume: PP, issue: 99, pages: 1 – 1.
[8] R1-167272, “Implementation aspects of eMBB coding schemes”, Nokia, Alcatel-Lucent Shanghai Bell
[9] R1-1612278 “Discussion on the IR-HARQ support of polar codes”, Nokia, Alcatel-Lucent Shanghai Bell

image1.emf
K-bit Parity-Check 

Encoder 

Polar Encoder

Channel

Parity-Check-Aided 

SCL Decoder

Parity-Check Concatenated Encoder


oleObject1.bin
K-bit Parity-Check Encoder 


Polar Encoder


Channel


Parity-Check-Aided SCL Decoder


Parity-Check Concatenated Encoder



image2.png
10

10

BLER for QPSK, info bits (K) ~ 400 bits

—8— K=400, Turbo, 1/5, QPSK with 24 CRC bits
== K=400, Turbo, 1/3, QPSK with 24 CRC bits
—&— K=400, Turbo, 2/5, QPSK with 24 CRC bits
—%— K=400, Turbo, 1/2, QPSK with 24 CRC bits
—d— K=400, Turbo, 2/3, QPSK with 24 CRC bits
—9— K=400, Turbo, 3/4, QPSK with 24 CRC bits
—&— K=400, Turbo, 5/6, QPSK with 24 CRC bits
—— K=400, Turbo, §/9, QPSK with 24 CRC bits
= © =K =400, TURBO 1/5 QPSK with 6 CRC bits
= % =K =400, TURBO 1/3 QPSK with 6 CRC bits
= & =K =400, TURBO 2/5 QPSK with 6 CRC bits
= % =K =400, TURBO 1/2 QPSK with 6 CRC bits
= & = K =400, TURBO 2/3 QPSK with 6 CRC bits
= ¥ =K =400, TURBO 3/4 QPSK with 6 CRC bits
= & =K =400, TURBO 5/6 QPSK with 6 CRC bits
= 4 =K =400, TURBO 8/9 QPSK with 6 CRC bits

10 12





image3.emf
EsNo (dB)

-4 -2 0 2 4 6 8 10 12

B

L

E

R

10

-3

10

-2

10

-1

10

0

POLAR 1/5 QPSK, w/o CRC

POLAR 1/3 QPSK, w/o CRC

POLAR 2/5 QPSK, w/o CRC

POLAR 1/2 QPSK, w/o CRC

POLAR 2/3 QPSK, w/o CRC

POLAR 3/4 QPSK, w/o CRC

POLAR 5/6 QPSK, w/o CRC

POLAR 8/9 QPSK, w/o CRC

POLAR 1/5 QPSK, w/ CRC

POLAR 1/3 QPSK, w/ CRC

POLAR 2/5 QPSK, w/ CRC

POLAR 1/2 QPSK, w/ CRC

POLAR 2/3 QPSK, w/ CRC


