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1.
Introduction
Manifold wireless applications are supposed to be supported by NR. These applications could impose different traffic characteristics, such as small size or large size data, infrequent or frequent transmissions, regular or irregular arrival, etc. These diverse traffic characteristics may lead to different levels of congestion on PRACH and share channel. For instance, large size data with regular arrival may not lead to congestion on PRACH, as only few resource request attempts are needed through PRACH and semi-persist scheduling can be applied to PUSCH. However, such traffic may lead to severe congestion on PUSCH. For small size data with frequent and irregular arrival, congestion may occur on PRACH due to potentially a large number of request attempts, while such traffic may not result in congestion on PUSCH. In light of the resource request procedure in LTE-A (namely, Message 1 to Message 4 exchange) with the baseline random access scheme (Access Class Barring, ACB) on PRACH, a resource request may be barred when either PRACH (i.e., the number of access attempts is larger than the number of available preambles) or PUSCH or both is congested. As a result, resources either on PRACH or PUSCH could be under-utilized. In this contribution, possible issues and solutions are thus discussed to enhance the utilization on both PRACH and PUSCH of NR.

2.
Discussion
NR is looking forward to support different numerologies, potentially including different carrier frequencies, bandwidth, CP length, regulatory requirements, etc. Consequently, different QoS capabilities can be provided on PUSCH by using different combinations of numerologies. However, according to the existing carrier aggregation (CA) schemes, each UE is able to send resource requests to one particular Pcell only, even this UE locates at overlapped area of multiple Pcells’ coverage (except the handover procedure). Furthermore, resource accesses between PRACH and PUSCH are bound. That is, each Pcell is associated with a set of Scells, and resources of PUSCH allocated to a UE are limited to this set of Scells and the corresponding Pcell, as illustrated in Fig. 1. As a result, there could be the following concerns.
· Standalone Pcell. When Pcell operates in a standalone way (i.e., without any Scell), the Pcell offers both PRACH and PUSCH. In such a CA scheme, a UE having data to be uploaded to an eNB should send the resource request (through Message 1 to Message 4 procedure) through PRACH, and then could be served through PUSCH if both PRACH and PUSCH on the Pcell are not congested. As aforementioned, if either PRACH or PUSCH or both is congested, then the resource request is barred.
· Pcell and Scell are collocated at an eNB. When there are potentially one to multiple Scells, a UE can send resource request through PRACH on the Pcell. If resource request can be successfully received by an eNB (successful through Message 1 to Message 4), then resources on PUSCH could be allocated to the UE through the Pcell or the Scell(s). In this CA scheme, if either PRACH (on the Pcell) or PUSCH (on the Pcell or Scell(s)) or both is congested, then the resource request is barred.   
· Pcell and Scell are offered by different eNBs. In this CA scheme, a UE can send resource request through PRACH on the Pcell offered by an eNB. If resource request can be successfully received by the eNB offering the Pcell, then resources on PUSCH could be allocated to the UE through the Pcell or Scell(s) offered by other eNB(s). In this CA scheme, if either PRACH (on the Pcell) or PUSCH (on the Pcell or Scell(s)) or both is congested, then the resource request is barred.     

[image: image1.emf]UE A (only can be 

served by Pcell 1)

Pcell 1

Pcell 2

Pcell N

UE B (only can be 

served by Pcell 2)

UE D (only can be 

served by Pcell N)

.

.

.

A set of Scells 

associated with Pcell 1

A set of Scells 

associated with Pcell 2

A set of Scells 

associated with Pcell N

Pcell 3

UE C (only can be 

served by Pcell 3)

A set of Scells 

associated with Pcell 3

PRACH 

congested

PUSCH not 

congested

Resource request 

is barred

PRACH 

congested

PUSCH 

congested

Resource request 

is barred

PRACH not 

congested

PUSCH 

congested

Resource request 

is barred

PRACH not 

congested

PUSCH not 

congested

Resource request 

could be 

successfully deliver

PRACH and Message 1 to 4 exchange

PUSCH


Fig. 1. In existing CA schemes, each Pcell is associated with a set of Scells, and resources of PUSCH allocated to a UE are limited to this set of Scells and the corresponding Pcell.
Observation 1: In existing CA schemes, resource accesses between PRACH and PUSCH are bound. Each UE is able to send resource requests through one Pcell only, and can only be served with PUSCH by a set of Scells associated with the Pcell. If either PRACH or PUSCH or both is congested, then the resource request is barred.

For bound resource accesses between PRACH and PUSCH, the practical QoS provisioning capabilities that can be provided by NR depend not only on a particular numerology but also on the congestion of PRACH. As a result, the resource utilization on PRACH and PUSCH may not be optimized jointly, which may harm the practical QoS provisioning capabilities.  
Observation 2: For existing CA schemes, the resource utilization on PRACH and PUSCH may not be jointly optimized.
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Fig. 2. Each UE can dynamically select one from multiple Pcells to send resource requests. This UE can be subsequently served by any Scell/Pcell offering PUSCH with a lower level of congestion.
To tackle this issue, we may have the following design alternatives for NR.

1. Alternative 1: Traffic and numerology specific PRACH designs. As aforementioned, different traffic characteristics may lead to asymmetric congestion levels on PRACH and PUSCH. As multiple numerology combinations will be supported by NR to provide different levels of QoS, multiple PRACH designs can be provided (including different numbers of available preambles, different random access procedures (may not be Message 1 to Message 4 exchange), different congestion control schemes (may not be ACB), etc.) to provide different levels of random access QoS (i.e., successful probability, latency). Each numerology combination of PUSCH is associated with a particular PRACH design to support a specific sort of traffic. In this alternative, each UE still can send resource requests through one Pcell only, resource accesses between PRACH and PUSCH are still bound. Nevertheless, since each PRACH design is developed for a particular numerology combination of PUSCH to support a particular traffic characteristic, resource utilization on PRACH and PUSCH could be jointly optimized. However, this alternative may make the resource request procedures of NR complicated. It also lacks design flexibility to potentially satisfy different regional regulatory requirements.
2. Alternative 2: Each UE can dynamically select one from multiple Pcells to send resource requests, and resource accesses between PRACH and PUSCH are not bound. For a UE locating at overlapped area of multiple Pcells’ coverage, a UE is able to dynamically select one Pcell enjoying a low congestion level to send resource requests. When resource request is successfully delivered, any Scell/Pcell can provide PUSCH to serve the UE (a specific Scell/Pcell serving the UE may be based on network configuration) if the UE locates at these Scells/Pcells’ coverage. Using this alternative, a UE can be served by a Pcell offering PRACH with a lower level of congestion. This UE can also be served by a Scell/Pcell offering PUSCH with a lower level of congestion. As a result, resources of both PRACH and PUSCH can be fully utilized. This alternative is illustrated in Fig. 2.              
Proposal 1: RAN1 should launch study of NR to enable a UE locating at overlapped area of multiple Pcells’ coverage to dynamically select one Pcell enjoying a low congestion level to send resource requests. This UE can be subsequently served by any Scell/Pcell offering PUSCH with a lower level of congestion if this UE locates at coverage of these Scells/Pcells.
Using Alternative 2, multiple Pcells/eNBs/TRPs may cooperate for joint resource allocation of PRACH (e.g., ACB parameters, preambles). They may also cooperate to deliver data received by different Pcells/Scells/eNBs/TRPs from a UE to upper layers. In [1], it has been agreed that CA mechanisms for NR should be studied. We therefore encourage RAN1 to proceed to study corresponding procedures for joint resource allocation of PRACH for multiple cells.   
Proposal 2: ACB and joint resource allocation of PRACH for multiple cells through enhanced CA should be FFS. 
3.
Conclusion
In this contribution, we have the following observations and proposals.
Observation 1: In existing CA schemes, resource accesses between PRACH and PUSCH are bound. Each UE is able to send resource requests through one Pcell only, and can only be served with PUSCH by a set of Scells associated with the Pcell. If either PRACH or PUSCH or both is congested, then the resource request is barred.

Observation 2: For existing CA schemes, the resource utilization on PRACH and PUSCH may not be jointly optimized.

Proposal 1: RAN1 should launch study of NR to enable a UE locating at overlapped area of multiple Pcells’ coverage to dynamically select one Pcell enjoying a low congestion level to send resource requests. This UE can be subsequently served by any Scell/Pcell offering PUSCH with a lower level of congestion if this UE locates at coverage of these Scells/Pcells.
Proposal 2: ACB and joint resource allocation of PRACH for multiple cells through enhanced CA should be FFS.
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