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1 Introduction
In RAN1#86bis, the following agreement on NR modulation was made [1].

	Agreements:
· The same constellation mapping as used in LTE (i.e. QPSK, 16QAM, 64QAM and 256QAM) is introduced, while not precluding other constellation mappings
· Note that there might be possibility to exclude some of above constellation mapping based on the further study
· Enhancement modulation schemes for further study include
· Higher order modulation in conjunction with MIMO
· Constellation mapping among subcarriers
· Other constellations (e.g., non-uniform QAM) 
· Coded modulations
· Spatial modulation
· Mappings of bits to symbol(s)
· Rotated-QAM up to BPSK, QPSK
· -QAM (0<k<=1)
· FFS k (e.g., k = 0.5 for BPSK, 0.25 for QPSK)
· Constellation Interpolation
· Note: Other modulation schemes or combinations of the above schemes are not precluded
· Note: Proponents should describe the details of the receivers
· 



In RAN1 #85bis [1], RAN1 #86 [2], and RAN1 #86bis [3], a new type of MIMO scheme with multi-level coding (MLC) and natural mapping has been introduced for high spectral efficiency. To enable the performance evaluation of the proposed MIMO scheme, we will provide detailed descriptions of the proposed transmission and reception procedure in this contribution.

2 Transmission scheme 
We first explain the transmission scheme. The proposed transmission scheme employs the MLC and natural mapping for MIMO instead of bit-interleaved coded modulation (BICM) with Gray mapping used in LTE. 

2.1 Encoding: multi-level coding
Consider the MIMO 2L-QAM transmission with M transmit and M receive antennas. In this scheme, it is assumed that each transmit antenna sends independently encoded code blocks via the horizontal mapping: within one OFDM symbol, codeword is first mapped across frequency domain (sub-carriers) before it is mapped across MIMO layers. MLC is adopted instead of BICM, in which each bit of a modulated symbol is individually encoded with different rates according to its bit position (level) using a binary code (LDPC, Turbo, Polar, etc). There exist L/2 levels for a 2L-QAM symbol, where two bits are assigned for each level (I and Q channels), and level-1 bits and level-L/2 bits represent the LSBs and MSBs, respectively. Hence, for each resource element, a total of ML encoded bits are transmitted (# of antennas . The code rate depends only on the level, i.e., for a given level, the code rates for I and Q channels and across antennas are the same. In order to achieve high performance, the code rate allocation needs to properly increase with respect to level. For more details on the code rate allocation, see [4]. Figure 1 illustrates the comparison between MLC and BICM. 
[image: ]
Figure 1: Transmitter block diagrams for (a) BICM and (b) MLC, where w is the information bit stream and x is the modulated symbols.

2.2 Bit-to-symbol mapping: natural mapping
A set of encoded bits collected from each encoder is mapped to a constellation point. Here, the natural mapping is considered instead of Gray mapping, that is, the constellation points are ordered according to the symbol indices, each for I and Q channels, i.e.,













where  is the modulated symbol of transmit antenna  sent at resource element ;  ;; and and are encoded bits of transmit antenna  at level  for I and Q channels, respectively. Here,  is set to satisfy the transmit power constraint and  is chosen such that the average power of the constellation points are minimized, in the same way as Gray mapping. For example, Figure 2 plots Gray mapping and the natural mapping for the 16-QAM constellations. 
[image: ]
Figure 2: Examples of (a) Gray labeling and (b) natural mapping for 16-QAM.

2.3 Specification impacts of supporting MLC with natural mapping
In order to support both MLC and BICM, the currently used transport block processing in 3GPP TS 36.212 needs to be slightly modified, since it is basically designed for supporting BICM only. Figure 3 shows the transport block processing from transport block CRC attachment to modulation mapper described in 3GPP TS 36.212. There exists one processing chain per transport block that contains the processes of code block segmentation, CRC attachment, channel coding, rate matching, and code block concatenation.

 
Figure 3: Transport block processing in LTE 

On the other hand, to support MLC, transport block processing should be divided into parallel processing according to the appropriate coding rates for each level. Figure 4 represents parallel processing chains that can alternately support both MLC and BICM.


 Figure 4: Transport block processing for both MLC and BICM 

Note that transport block segmentation, which divides one transport block into several level-i sub-transport blocks, should be added in the transport block processing for MLC as shown in Figure 4. However, it is worth noting that the process of code block segmentation, CRC attachment, channel coding, rate matching, and code block concatenation in the original transport block processing do not need to be changed. Furthermore, in order to operate in BICM mode, one can simply skip the ‘transport block segmentation’ step and perform the original transport block processing used in LTE. In summary, modulation mapping for both BICM and MLC can be easily implemented by adding a parallel-to-serial converter prior to the modulation mapper. 

Observation 1: Supporting both MLC and BICM requires slight modification of transport block segmentation and a parallel-to-serial converter in the transport block processing used in LTE.

3 Reception scheme




The proposed receiver operation is described in this section. The key operation is that the receiver first creates an effective channel with integer-valued coefficients by applying a linear filter, and then attempts to directly decode integer-linear combinations of transmitted encoded code blocks instead of decoupling them, using the fact that these linear combinations are themselves encoded code blocks. The multi-level encoded code blocks are sequentially decoded from level 1 to L/2. Specifically, first, the linear combinations of encoded code blocks at level  are decoded and then the original streams at level  are recovered from the linear combinations, and, second, the original streams in level  are successively cancelled out before decoding the encoded code blocks of level +1, where .

3.1 Receiver Filtering
The real-valued representation of the input-output relation of the MIMO system is given by 

,
where

, 






is the complex-valued channel matrix, is the real-valued received vector, is the real-valued input vector, and is the real-valued noise vector. Upon observing , the receiver applies a linear filter , which results in 
[image: ],
where A is a full-rank integer matrix chosen to minimize the effective noise power. See [5] for more detailed explanations. The optimal A can be numerically found at low computational complexity by employing well-known algorithms such as the Lenstra-Lentra-Lavasz (LLL) algorithm [6]. Furthermore, the selection of A against the channel variation can be found in [7].  


Now, in order to extract the summations of encoded code blocks from the received vector, the receiver performs the following remapping operation by scaling by  and then adding the offsetto get 

[image: ]



and is the  all-one vector. 
3.2 Multi-stage decoding 


The receiver first attempts to recover level-1 encoded code blocks. To this end, the receiver performs the modular-2 operation on  so that all the encoded code blocks except level-1 can be completely removed at each receive antenna  as
[image: ]








by the virtue of natural mapping, where  is the th row vector of the A. Observe that  is an integer-linear combination of level-1 encoded code blocks at the -th receive antenna over . Then, each receive antenna  can directly recover the integer-linear combination from the observation via calculating the log-likelihood-ratio (LLR) of  by using the fact that any integer linear combination of encoded code blocks are also themselves encoded blocks over modular 2 if linear binary codes are used. After the linear combination of encoded code blocks at each receive antenna is successfully decoded, the original data can be recovered from the decoder outputs of the linear combinations by applying the inversion operation of A in the absence of any noise components.  

If it is successful to decode level-1 encoded code blocks, the receiver cancels them out from  and scales it by 1/2. By following the same steps as the decoding operation for level-1 encoded code blocks, the receiver next attempts to decode level-2 encoded code blocks. This recursive procedure continues until all the levels are decoded. 
For more details about multi-stage decoding, we refer to [4]. In addition, for more details about the advanced MIMO receiver operation, we refer to [8].

Observation 2: The modulation scheme consisting of MLC and natural mapping enables the receiver to use the advanced MIMO scheme.

Proposal 1: For performance evaluation of high order modulation in conjunction with MIMO, the advanced MIMO scheme described in this proposal should be included and compared with the MIMO with BICM and Gray mapping. 

3.3 Advanced MIMO detection scheme   
Based on MLC and natural mapping, we can also consider a simplified version of the aforementioned decoding strategy, in which the receiver applies the scheme at the symbol level only instead of codeword level, i.e., employs the scheme only for the detection of summed symbols. In this case, like the check node operation used in LDPC decoding operations, we can get the log likelihood ratio of individual bit from the detection of summed bits. Note that if the channel variation is not severe, the decoding operation for the summation of encoded code blocks can provide additional coding gains over the detection scheme. However, since the detection scheme operates at the symbol level and the integer matrix can be adaptively chosen, it is more robust against channel variations than the decoding scheme. Therefore, even when the channel variation is severe, the detection of the summation of encoded code blocks can be employed instead of the decoding scheme, and thus the proposed advanced MIMO scheme still outperforms other conventional MIMO schemes such as MMSE-SIC. For the simulation results, we refer to [9].

Observation 3: The considered advanced MIMO scheme is still applicable to the case in which the channel variation is severe.

4 Conclusion
This contribution discussed the detailed descriptions of the proposed transmission and reception schemes for high spectral efficiency in conjunctions with MIMO. The proposed modulation and bit-to-symbol mapping are suitable for MIMO transmission and can provide good performance improvement at low complexity. Our observations are as follows: 
Observation 1: Supporting both MLC and BICM requires slight modification of transport block segmentation and parallel-to-serial converter in the transport block processing used in LTE.
Observation 2: The modulation scheme consisting of MLC and natural mapping enables the receiver to use the advanced MIMO scheme.
Observation 3: The considered advanced MIMO scheme is still applicable to the case in which the channel variation is severe.
Proposal 1: For performance evaluation of high order modulation in conjunction with MIMO, the advanced MIMO scheme described in this proposal should be included and compared with the MIMO with BICM and Gray mapping. 
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(a) Gray mapping (b) Natural mapping
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