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1 Introduction
In 3GPP RAN#86, there was an agreement on evaluation assumption for control channel coding. In this contribution, we consider Reed Muller code as a channel coding candidate for transmitting indication information with extremely short information length.
2 Reed Muller (RM) codes
Reed Muller code always has been used as a channel coding for control channel for the extremely short length in all 3GPP standard, such as WCDMA and LTE system. Reed Muller code has a performance benefit with an achievable optimal minimum distance property. Moreover, 1st order Reed Muller code & some improved types of Reed Muller code can be enable the soft decision decoding with low complexity to provide the optimal ML decoding performance. In the extremely short length environment, the minimum distance property with ML decoding is dominant as a channel coding performance, so Reed Muller code should be considered for this case. 
In the following section, we introduce the available types of Reed Muller code with high performance and low complexity.
2.1 1st order Reed Muller codes
The well-known bi-orthogonal code and orthogonal code are some types of 1st order Reed Muller code. The advantage of 1st order Reed Muller code is that the soft decision decoding with low complexity, IFHT (Inverse Fast Hadamard Transform), is available and its minimum distance is optimal. 1st order Reed Muller code is the set of the codeword which is a linear combination of 1st order terms from orthogonal basis and constant term. So, 1st order Reed Muller code can be represented as the generating matrix which each low consists of 1st order terms and constant term from orthogonal basis vector xi. 
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Fig 1. Encoder of 1st order Reed Muller code
There exist k orthogonal basis vectors with length 2k and one constant vector, all 1 sequence. Therefore 1st order Reed Muller code is (2k, k+1) block code and so its code rate (k+1)/2k. Since the code rate of 1st order Reed Muller code is too low, it would be need to take into account the different types of Reed Muller code.
2.2 Sub-code of 2nd order Reed Muller codes

The sub-code of 2nd order Reed Muller code was introduced as the TFCI coding scheme at first time [1]. Although 2nd order Reed Muller code has optimal minimum distance property, there was no available soft decision decoding algorithm with the reasonable complexity. The sub- code of 2nd order Reed Muller code is a subset of 2nd order Reed Muller code to satisfy the optimal minimum distance for a given size and can support the soft decision decoding with reasonable HW complexity. Fig 2 shows the overall encoder structure for sub-code of 2nd order Reed Muller code.
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Fig 2. Encoder structure for sub-code of 2nd order Reed Muller code
The sub-code of 2nd order Reed Muller code can be constructed by the additional basis, mask sequences, extended from 1st order Reed Muller code. Although there were two different encoders as the overall encoder structure in Fig 2, we can implemented as an integrated form as in Fig. 3.
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Fig 3. HW implementation of encoder structure for sub-code of 2nd order Reed Muller code
Mask sequences, as the additional basis, can be derived from “Family A” sequence group which has a good cross correlation property between sequence elements. Then the number of the additional basis is depending on the dimension of the sequence length k. If the dimension k is odd number, t is equal to k and if k is even number, t is equal to k/2. By defining more basis for given codeword length, we can achieve higher code rate than 1st order Reed Muller code and its minimum distance is optimal for given code size. In the following section, we described about analysis on the minimum distance and decoder architecture.
3 Analysis on sub-code of 2nd order Reed Muller codes
3.1 Analysis on minimum distance
Minimum distance is important measurement for channel coding performance. In [2], the minimum distance bound for linear code is described for each codeword length and information length. To find the optimality, we compare the minimum distance of sub-code of 2nd order Reed Muller code with the bound. As mentioned in the previous section, we will consider the minimum distance in case of 2odd codeword size and 2even codeword size.
In N = 2odd case, according to the property of Gold sequence within “Family A” group, the minimum distance of the sub-code of 2nd order Reed Muller code will be 
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. In table 1, the normal 2nd order Reed Muller code and the sub-code of 2nd order Reed Muller code are compared in terms of the minimum distance. As we can see, the sub-code of 2nd order Reed Muller code can achieve the optimal bound, and that of 2nd order Reed Muller code is too far from the bound.
Table 1. Comparison of minimum distance for N = 2odd case
	(N,k)
	(32,11)
	(128,15)

	dmin of sub-code
	12
	56

	dmin of 2nd order RM code
	8
	32

	Optimal bound
	12
	56


In N = 2even case, according to the property of kasami sequence within “Family A” group, the minimum distance of the sub-code of 2nd order Reed Muller code will be 
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. In table 2, the normal 2nd order Reed Muller code and the sub-code of 2nd order Reed Muller code are compared in terms of the minimum distance. As we can see, the sub-code of 2nd order Reed Muller code can achieve the optimal bound, and that of 2nd order Reed Muller code is too far from the bound.
Table 2. Comparison of minimum distance for N = 2even case
	(N,k)
	(16,7)
	(64,10)

	dmin of sub-code
	6
	28

	dmin of 2nd order RM code
	4
	16

	Optimal bound
	6
	28


Observation 1 : The sub-code of 2nd order Reed Muller code can achieve the optimal minimum distance bound to provide high performance for extremely short block length.
3.2 Analysis on decoder complexity
So far, we described about the concept of the sub-code of 2nd order Reed Muller code and its optimality of minimum distance. In this section, we will show the possibility of the soft decision decoding and analyse the decoding complexity. In terms of channel coding performance, the availability of the soft decision decoding with low complexity is important for block code. The 1st of Reed Muller code can shows the optimal performance with the optimal minimum distance for a given code size by using IFHT (Inverse Fast Hadamard Transform) algorithm as a soft decision decoding. 
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Fig 4. Inverse fast hadamard Transform for N=8
In Fig 4, IFHT algorithm is the efficient way to find the all correlation values between the possible codewords and the received signal. IFHT is consists of log2N stages and N addition operations is operated for each stage. For N=8 case in Fig 4, 3 stages will be processed and 8 addition operations was done for each stage. Then IFHT requires Nlog2N addition operations as a computational complexity.
As described in previous section, the sub-code of 2nd order Reed Muller code is constructed by the additional basis, mask sequences from 1st order Reed Muller code. Therefore, soft decision decoder for the sub-code of 2nd order Reed Muller code can be constructed by multiplying the possible mask sequences for received signal and applying IFHT for each time. Fig 5 shows the decoder architecture for the sub-code of 2nd order Reed Muller code.
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Fig 5. Decoder architecture for the sub-code of 2nd order Reed Muller code
For (16=24, 7) code case, there are t=2 additional basis for mask sequence, Then the number of possible mask sequence is 22=4. The decoder will operate 4 times vector multiplication with length 16 and 4 times IFHT with size 24=16. Therefore, the decoder requires 4x16=64 multiplications for 4 times vector multiplication and 4x16x4= 256 additions for 4 times IFHT. In Table 3, we can show the computational complexity for the sub-code of 2nd order Reed Muller code.
Table 3. computational complexity for the sub-code of 2nd order Reed Muller code

	
	Multiplication
	Addition

	(16,7) code
	4 x 16 =64
	4 x 16 x 4 = 256

	(32,11) code
	32 x 32 = 1024
	32 x 32 x 5 = 5,120 

	(64,10) code
	8 x 64 = 512
	8 x 64 x 6 = 3,072

	(128,15) code
	128 x 128 = 16,384
	128 x 128 x 7 = 114,688


In WCDMA and LTE system, (32, A) code is already used for control channel with extremely short length. Based on the previous analysis, (64,10), (32,11) code can be apply for control channel to provide the optimal performance with very low complexity for code rate 1/3, 1/6. 
Observation 2 : The sub-code of 2nd order Reed Muller code requires very low complexity to support the soft decision decoding.
Proposal 1 : Reed Muller code is used as a channel coding for control channel with extremely short length.
4 Conclusion
 In this proposal, the various types of Reed Muller code were introduced and analysed. Based on analysis results, The sub-code of 2nd order Reed Muller code has the optimal minimum distance with very low complexity. So we can have the following observations and proposal
Observation 1 : The sub-code of 2nd order Reed Muller code can achieve the optimal minimum distance bound to provide high performance for extremely short block length.
Observation 2 : The sub-code of 2nd order Reed Muller code requires very low complexity to support the soft decision decoding.

Proposal 1 : Reed Muller code is used as a channel coding for control channel with extremely short length.
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