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Introduction
In the RAN1#86-bis meeting, it was agreed [1] that 
1) Channel coding for eMBB data channel is LDPC code, at least for information block size > X bits, 
2) FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X, 
3) the value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account. 
Among candidate channel coding schemes, several classes of polar codes have been proposed during NR discussions. In this proposal, we analyse these schemes introduced until RAN1 #86-bis meeting and investigate them in the performance, flexibility and latency perspective.
Encoder structure for Polar codes
Before reviewing the detailed proposals about polar codes, we introduce the general encoder structure in this section. First, we define some notations and assumptions as follows:

	K : number of information bits
R : code rate
N : codeword size, 
	
	Kernel matrix size : 2x2
 : mother code size, where .



The general encoder structure of polar codes can be depicted in Fig 1. A generating matrix of a polar code is determined as a  matrix, and some zero bits are padded to information bits of length K to make bit stream of length . To do this,  zero bits are inserted into the input bit stream in the predetermined position, so-called “frozen bit position”. After the zero bit insertion, the outputted bit stream with length  is multiplied by  generator matrix to encode the input bit stream. Then encoded bit stream with length  will be punctured to adjust into the target codeword size for rate matching. 
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Figure 1. General encoder structure of Polar codes

The performance of polar codes depends on the code structures including puncturing pattern and the frozen bit position, and design rules of these frozen and puncturing pattern for given code length K and code rate R are important

Polar Code Design
In this section, we summarized polar coding schemes proposed in NR discussion until now. We investigate several issues in flexibility, performance, complexity and latency perspectives.
3.1 Density evolution 
It is complicated to calculate accurate channel capacity of each polarized channels over real channels like AWGN channels, and some practical techniques are proposed to design polar codes. Density evolution (DE) is an efficient method to estimate reliability of each codeword bits over graphs, and this technique is widely used to design LDPC codes and polar codes. Applying the DE to polar code design, given the channel parameter, resulting reliabilities of polarized channels after polar encoding are estimated. We simply choose good polarized channels to transmit information bits, and freeze bit values as 0 which are to be delivered over bad polarized channels. Since DE requires some complicated operations like convolutions or FFT-multiplications/division, some approximated versions including Gaussian approximation (GA) and reciprocal channel approximation are proposed to reduce operational complexity. 
There have been critical issues about flexibility in terms of rate and length for polar codes designed by DE. The DE provides proper polar code sequence based on given channel and code parameters (length and rate). If these parameters are different from practices, then the performance of polar codes designed by the DE becomes poor. Two simple approaches are proposed to resolve the problem. 
First, for each code rate and length, separate polar code sequence is defined and stored at encoder and decoder. However, this brings increase in description complexity. It is summarized in [3] that the number of bytes required to describe the code structures of LTE turbo codes, QC-LDPC code, and polar codes. Only less than 1KB is need to describe the LTE turbo code and the QC-LDPC code that support whole range of CBSs and rates specified in LTE. On the other hand, more than 50 KBs is required to store all polar coding sequences to support the adaptive rate-and-length control for eMBB scenarios.
Another approach is an on-the-fly code construction method introduced in [2]. In each transmission, a proper polar code sequence generated based on a given code rate and CBS. For practical implementation, DE using GA is used to construct a polar code with the low computational complexity. This on-the-fly construction may adaptively generate good polar codes for a given set of parameters such as CBS and code rate. However, a code construction should be carried out at the transmitter and the receiver before encoding and decoding in every transmission. This additional code construction even includes sorting of N elements. Thus, the on-the-fly construction approach brings about a considerable increase in latency and computational complexity. LTE-Turbo codes and QC-LDPC codes are pre-defined, and they do not require additional code construction operations at each transmission. This on-the-fly construction approach may not be suitable to meet the requirements of eMBB communications. 

We summarize several issues in terms of flexibility, performance and latency of polar codes designed by DE. 
· Implementation aspect
· To meet the flexibility requirements in NR and to get good performance simultaneously, polar codes should be separately designed for each code rate and code length. The polar code sequences can be pre-defined or designed at the encoder/decoder in an on-the-fly manner, but both approaches involve increase in implementation costs (description complexity or encoding/decoding complexity). 
· The length of mother polar codes are restricted to powers of two, and a plenty of bits are shortened or punctured for some combinations of rate and length, thereby resulting in performance degradation.
· Performance
· There is a clear trade-off between performance and decoding complexity depending on decoding algorithms. Under the condition of similar level of decoding complexity, the performance of polar codes is inferior to that of LDPC codes in most cases [10] 
· Simple SC decoding leads to the performance degradation compared to other candidate codes.
· SCL decoding yields better performance than SC decoding, but implementation costs (complexity, latency, memory) increase.
· There is no error detection in polar code decoding algorithm, while LDPC codes inherently check the validity of codewords by syndrome-check. To achieve the same level of error detection, considerable CRC bits are needed to be attached to polar codes, and it brings out code rate and performance loss. 
· If CRC is used for correcting errors in lists of CA-SCL decoder, then error detection capability of the CRC is degraded in proportion to the list size.
· Latency [4].
· The throughput of the SC decoder is roughly limited to half the clock frequency.
· The throughput of SCL decoders is roughly upper-bounded by one third the clock frequency when prohibitively complex radix-2L sorter is considered regardless information block length and code rate. On the other hand, LDPC decoder approximately makes four bits per clock when information block length is 1000 bits, 16-layer and 15 iterations.
· Considering an -bit decision SCL decoder to reduce the latency, it is certain that the computational and implementation complexity grows as  increases. 
Observation 1: Due to the sensitivity to code parameters, additional implement costs are needed to employ polar codes designed by DE.

3.2 Approximated weight calculation from polynomials 
In [7], sequence based polar code construction and rate matching method were introduced. The ordered sequence of frozen bit positions for mother code length N/2 is a subset of that for mother code length N since mother code length is always power of two. Therefore, any combination of code rate and mother code length less than the maximum mother code length can covered by the sequence of maximum mother code length in the nested manner. For example, if the maximum information block size is 1000 and the lowest code rate is 1/5, then the sequence order with 8192 size would be defined to support length and rate flexibility. The memory size required to store polar code sequence for this 8192 sized sequence is 94640 bits [3], while that of LDPC codes defined in [5] is 7980 bits. For rate matching, the puncturing pattern P is determined by bit-reversal order in [7].
In [7], a new construction and a rate matching scheme were introduced. In this construction, weights, which may model capacity of polarized channels, are calculated by simple polynomials from binary representations of bit positions. Since these weights are determined by the binary representations of bit indices, a smaller polar code is a subset of a larger polar code. In addition, relative goof performance is observed in terms of rate-compatibility. This construction method provides a better solution of polar codes in terms of rate and length flexibility than the conventional DE.
Although the construction method is simple and generates good flexible polar code sequences, it is just a approximated design method. If it is determined to use pre-defined polar code sequences from the memory, it is not needed to design polar codes by using such method. It is possible to find good codes by using more accurate analysis methods like fixed-point DE. Once we determined to design polar codes in an on-the-fly manner, increase in implementation and computational complexity cannot be avoided. While construction using this approximation is slightly simpler than DE with GA, sorting of length-N sequences should be still done in every encoding/decoding procedure.  

Here we have summary on the polar code construction by using the approximated method. 
· Implementation aspect
· Although the construction method using approximated weigh calculation from polynomials is simple and quite effective, it is just a design method, not included in practical operations.
· Even though a single mother polar code sequence includes smaller polar codes as subset, the subset sequence is not continuous in mother sequence. To extract the subset, significant operations should be always applied, and there may not be clear advantages over using multiple sequences generated for each length.
· The polar code sequences can be pre-defined or designed at the encoder/decoder in an on-the-fly manner, but both approaches involve increase in implementation costs (description complexity or encoding/decoding complexity). 
· The length of mother polar codes are restricted to powers of two, and a plenty of bits are shortened or punctured for some combinations of rate and length, thereby resulting in performance degradation.

· Performance
· The construction method is a quite good approximated version of DE, but better code sequences can be found by more accurate methods.
· There is a clear trade-off between performance and decoding complexity depending on decoding algorithms. Under the condition of similar level of decoding complexity, the performance of polar codes is inferior to that of LDPC codes in most cases [9] 
· Simple SC decoding leads to the performance degradation compared to other candidate codes.
· SCL decoding yields better performance than SC decoding, but implementation costs (complexity, latency, memory) increase.
· There is no error detection in polar code decoding algorithm, while LDPC codes inherently check the validity of codewords by syndrome-check. To achieve the same level of error detection, considerable CRC bits are needed to be attached to polar codes, and it brings out code rate and performance loss. 
· If CRC is used for correcting errors in lists of CA-SCL decoder, then error detection capability of the CRC is degraded in proportion to the list size.

· Latency 
· The throughput of the SC decoder is roughly limited to half the clock frequency.
· The throughput of SCL decoders is roughly upper-bounded by one third the clock frequency when prohibitively complex radix-2L sorter is considered regardless information block length and code rate. On the other hand, LDPC decoder approximately makes four bits per clock when information block length is 1000 bits, 16-layer and 15 iterations.
· Considering an -bit decision SCL decoder to reduce the latency, it is certain that the computational and implementation complexity grows as  increases. 
 
Observation 2: The construction method by polynomials provide relatively good polar code sequences, but benefits obtained by this scheme are limited in practice because it is just a design method.

3.3 Parity Check-Polar 
Another class of polar codes, parity-check polar (PC-polar) codes, was introduced in [8]. It is a concatenated code in which an outer code is single parity-check code and an inner code is polar code. While CRC bits in CRC-aided polar codes (CA-polar) only detect errors in list in a hard decoding manner, parity bits provide coding gain in SC decoding in a soft decoding manner. The PC-polar codes outperforms the CA-polar in terms of block error rate (BLER). 
However in PC-polar codes, there is no way to detect errors of output codewords. Parity-check bits in PC-polar codes only help decoder to prune wrong lists in a soft-decision manner during SC decoding operations. Thus, to avoid false alarms, additional CRC bits should be attached to PC-polar codes, which leads to rate-loss. As well known, the rate loss becomes severe when code block size is small. The performance gain by parity bits may be diminished or cancelled out by the rate loss due to CRC bits. In addition, encoding and decoding procedures are not as simple as the conventional methods, and this scheme is premature and has not been proven yet.  

In addition, there are some issues for the PC-polar codes as follows:
· Polar code sequence is relatively complicated to be described in hardware, and additionally, even parity-check functions and the position of PC-frozen bits should be pre-defined of calculated in every transmission.
· When code block is segmented into several smaller blocks, the number of segmentation and specific parameters should be signalled, which cause overhead.
· It is needed to investigate the performance of cross-PC-polar codes when each segmented block experiences different channels according to fast fading.

We investigate several issues of PC-polar codes in terms of flexibility, performance and latency,
· Implementation aspect
· Encoding and decoding procedures of PC-polar codes seem more complex than conventional polar coding schemes. 
· The polar code sequences can be pre-defined or designed at the encoder/decoder in an on-the-fly manner, but both approaches involve increase in implementation costs (description complexity or encoding/decoding complexity). 
· The length of mother polar codes are restricted to powers of two, and a plenty of bits are shortened or punctured for some combinations of rate and length, thereby resulting in performance degradation.

· Performance
· There is a clear trade-off between performance and decoding complexity depending on decoding algorithms. Under the condition of similar level of decoding complexity, the performance of polar codes is inferior to that of LDPC codes in most cases [10] 
· Simple SC decoding leads to the performance degradation compared to other candidate codes.
· SCL decoding yields better performance than SC decoding, but implementation costs (complexity, latency, memory) increase.
· There is no error detection in polar code decoding algorithm, while LDPC codes inherently check the validity of codewords by syndrome-check. To achieve the same level of error detection, considerable CRC bits are needed to be attached to polar codes, and it brings out code rate and performance loss. 
· If CRC is used for correcting errors in lists of CA-SCL decoder, then error detection capability of the CRC is degraded in proportion to the list size. PC-polar codes do not have any error detection capability. Additional CRC bits must be attached to PC-polar codes to avoid false alarms, and it brings about rate loss. The rate loss becomes critical when code block size is small. 
· Segmentation method for PC-polar is introduced to reduce the latency. But, if it is applied to short CBS, the performance would be degraded due to the shorter block length by segmentation.
· For high rate codes, there is no enough room for parity-check bits.
· Performance over fading channels (especially, fast and freq.-selective fading) should be investigated.

· Latency 
· The throughput of the SC decoder is roughly limited to half the clock frequency.
· The throughput of SCL decoders is roughly upper-bounded by one third the clock frequency when prohibitively complex radix-2L sorter is considered regardless information block length and code rate. On the other hand, LDPC decoder approximately makes four bits per clock when information block length is 1000 bits, 16-layer and 15 iterations.
· Considering an -bit decision SCL decoder to reduce the latency, it is certain that the computational and implementation complexity grows as  increases.
· PC-frozen bits and PC parity bits should be calculated for every encoding and decoding since its position and number varies with the information size and the code rate. It may cause the additional delay and computations.

Proposal 1: PC-polar codes has not been proven and evaluated enough yet, so this scheme has to be verified.



Conclusion
In this contribution, we present the following observations for Polar codes:
 
Observation 1: Due to the sensitivity to code parameters, additional implement costs are needed to employ polar codes designed by DE.
Observation 2: The construction method by polynomials provide relatively good polar code sequences, but benefits obtained by this scheme are limited in practice because it is just a design method.

Proposal 1: PC-polar codes has not been proven and evaluated enough yet, so this scheme has to be verified.
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