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Introduction
In the RAN1#86bis meeting, it was agreed [1] that 
1) the channel coding for eMBB data channel is LDPC code, at least for information block size > X, 
2) FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X, 
[bookmark: _GoBack]3) the value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account. 
Since the polar code has a decoding algorithm providing quasi maximum likelihood (QML) performance, so called list decoding, the polar code with the list decoding performs better than turbo and LDPC codes with usual decoding algorithms, so called BCJR and belief propagation decoding, for short information block size. However, there is still some debate about fair comparison based on the same complexity. 
In this contribution, we introduce a QML decoding algorithm for short length LDPC codes. We can see that the performance of short length LDPC codes can be also significantly improved if we adopt an appropriate QML decoding algorithm, therefore, short length LDPC codes are suitable for supporting small eMBB data.   
Quasi-ML Decoding for Short Length LDPC Codes
1 
2 
Saturated Min-Sum Decoding: An “Afterburner” for LDPC Decoder Hardware [2]
In [2], S. Scholl et al. proposed an efficient QML decoding algorithm, SMS algorithm, and presented the coding performance based on the HW implementation. Two characteristics of SMS algorithm can be summarized as follows:
1) The SMS algorithm performs multiple LDPC decoding runs. Each run gets different input LLRs, where some of the unreliable bits are saturated. 
2) Finally the best codeword among all runs is output according to the soft decision distance metric commonly used for list decoding.
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Figure 1. SMS Decoding Algorithm
In the SMS algorithm, S bit positions are selected for saturation prior to starting the decoder. In a first step, the least reliable bits are determined by partial sorting. After that, 2S input LLR vectors are generated by setting the least reliable positions to the minimum or maximum LLR value, i.e. they are saturated. Total 2S vectors are generated and for each vector a decoding run has to be executed. The details of SMS algorithms are presented in Figure 1. 
However, SMS as a standalone decoder is a little complex since many decoding runs have to be performed. To overcome this problem, the authors proposed a hybrid approach of a min-sum decoder operating with the original LLR channel values and a sophisticated SMS decoder, as shown in Figures 2 and 3. Decoding is first tentatively performed with the conventional min-sum decoder. If it fails to find a valid codeword, and only then, SMS decoding is executed.
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Figure 2. SMS Decoding with Afterburner
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Figure 3. SMS Afterburner Decoding Algorithm
Figure 4 shows how often the afterburner SMS is activated in comparison to the total number of decoded frames. Note that different values of S lead to different plots, because the Signal-to-Noise Ratio (SNR) to achieve a specific FER is dependent on the FER for the afterburner decoding and therefore on S. Even for an FER of 1e-3 as it is typically used in communication systems, the SMS afterburner is activated only rarely in approximately 2% of the cases and less.
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Figure 4. Example of Afterburner Activation Analysis
Since the min-sum decoder and the SMS decoder both require an architecture for min-sum decoding, they can share the same min-sum decoder kernel. Therefore, two approaches are possible: a serial or parallel architecture. 
The advantage of the serial architecture is its small area and high flexibility. In [2], the overhead in means of chip area compared to a conventional min-sum decoder is small (between 10% and 20%). The serial architecture is an excellent candidate to replace a conventional min-sum decoder. The only drawback of this architecture is the worst case latency. In average the latency is however similar to the one of the min-sum decoder. 
The latency of the parallel architecture is two times the latency of conventional min-sum decoding in the worst case. However, in most cases, min-sum decoding is successful and no SMS decoding is performed. Therefore the parallel architecture features a high throughput and in most cases with the same energy efficiency as a simple min-sum decoder. A drawback of the parallel architecture is the relatively large area. 
Figure 5 shows the FER for the implemented decoders for the (96,48) LDPC code. All provided SNR gains in dB of the proposed designs are relative to the FER of a conventional min-sum decoder also shown in the figure. With more saturated bits the FER can be pushed close to ML decoding performance.
Consequently, the performance of short length LDPC codes with SMS afterburner decoder can be enhanced from a few tenth of dB to almost 1 dB SNR gain. Under higher modulation, the gain larger than 1 dB can be obtained. 
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Figure 5. Performance Enhancement of SMS Afterburner Decoder

Observation 1: SMS afterburner decoder for short length LDPC is an excellent candidate to replace a conventional min-sum decoder.
Observation 2: SMS afterburner decoder with more saturated bits can provide the Quasi ML decoding performance. The performance of short length LDPC codes with SMS afterburner decoder can be enhanced from a few tenth of dB to almost 1 dB SNR gain. Under higher modulation, the gain larger than 1 dB can be obtained.
Proposal 1: For eMBB data channel, short length LDPC codes shall be adopted since they can provide the best coding performance with a proper QML decoding algorithm. 

Observations and Proposals 
In this contribution, we present the following observations and proposal for LDPC codes: 

Observation 1: SMS afterburner decoder for short length LDPC is an excellent candidate to replace a conventional min-sum decoder.
Observation 2: SMS afterburner decoder with more saturated bits can provide the Quasi ML decoding performance. The performance of short length LDPC codes with SMS afterburner decoder can be enhanced from a few tenth of dB to almost 1 dB SNR gain. Under higher modulation, the gain larger than 1 dB can be obtained.
Proposal 1: For eMBB data channel, short length LDPC codes shall be adopted since they can provide the best coding performance with a proper QML decoding algorithm. 
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Algorithm 2 Decoding Algorithm with an SMS Afterburner
Tnput. LLR vector y, number of saturated bits 5
Output:  decoded codeword Xpes:
: Perform 30 iterations of standard min-sum decoding
: if Codeword is found (and optional: CRC is fulfilled) then
Output this codeword

else
Perform SMS decoding (Algorithm 1)
Output SMS result

end if
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Hardware Implementation: (96,48) LDPC, BPSK
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Algorithm 1 SMS Decoding Algorithm

Input:  LLR vector y, number of saturated bits .S
Output:  decoded codeword Xpeq;

: Determine S bit positions sg, s1,...,ss—1 with

smpllest reliability |y;|

. Generate 2° input LLR vectors y',l =0,...,2% — 1:

enumerate positions sg. s1,...,Sg_1 to max or min value

cfor [=0,....25—1do

run BP for 30 iterations with input y'

if codeword found then
save output in x!

end if

if number of found codewords > threshold then
stop loop and goto Line 12

end if

: end for
: output Xpest = argmin = Y .0yt

N-1

xe{x!|I=0,1,...,25—1}
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