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1 Introduction

Congestion control is a key element of V2X system. If the number of devices (vehicle/pedestrian/RSU) becomes large in an area, it is quite likely the load in the area is also high, since each device may have the need to broadcast its V2X message for security. Consequently, the V2X network may approach a state of congestion if the load keeps growing, which should be avoided. However it is not well specified due to lack of time in V2V WI. Then, in the updated V2X WI [1], congestion control is included as a key functionality. 

6) To specify other enhancements to PC5/Uu for V2X on the following aspects:
d) Congestion control for PC5-based V2X including load balancing across multiple carriers [RAN1, RAN2, RAN4]
There was only a little discussion on congestion control in RAN1#85 meeting, and a working assumption was made [2],
Working assumption:
· A measurement metric is specified to reflect the congestion level of a PC5 carrier, e.g., similarly to the channel busy ratio defined in ETSI. 
· This measurement is available to higher layers in the UE.

· FFS whether the measurement can be reported to eNB.

· FFS the details of the measurement and the UE behavior, for example:

· The principle to drop PC5 transmissions as a function of this measurement and priority is supported.

· The radio adjusts radio parameters (max tx power, nr of retx restriction, MCS range restriction, nr of PRBs restriction) as a function of priority and this measurement.

· Packets with different priorities are transmitted on the same resource pool
Then, in RAN1#86bis, the agreements on congestion control are [3], 

Agreements:
· Channel busy ratio (CBR) is defined for the congestion measurement over PC5 in V-UEs

· CBR is the portion of sub-channels whose S-RSSI exceed a (pre-)configured threshold observed during (working assumption: 100 ms).
· Only the sub-channels included in the resource pool are used for the measurement.

· FFS whether additional separated measurement is needed for SA pool.
· For a UE in Mode 3, the eNB indicates a set of resources on which the UE perform this measurement

· For a UE in Mode 4, the measurement is pool-specific.

· A UE measures at least on its current TX pool(s).

· FFS whether a UE measures on a pool which is not its current transmission pool.

· RAN1 will not optimize this measurement to address the case of multiple TX pools
· UE Reporting of CBR to eNB is supported

· Details up to RAN2 including any possible additional averaging at higher layer
· Send LS to RAN2/4 to inform this agreement.

In this contribution, we provide our views on the FFS points above and some further details on congestion control. 
2 Details on CBR measurement

In RAN1#86bis, it is only agreed that CBR is the portion of sub-channels whose S-RSSI exceed a threshold observed in a window, and working assumption on the length of the window is 100 ms. It was commented that the number of subframes measured may be much less than 100 in the 100ms window. E.g. for TDD, a large amount of subframes are for DL (up to 90% is for DL for TDD configuration 5), and the number of subframes reduced if multiple TX pool share the channel by TDM too. Therefore, a CBR measured in a single window is often not accurate. However, we don’t think it is a real problem, since anyway PHY layer will obtain multiple CBR samples and high layer can average the PHY CBR samples, so that an accurate CBR is used in congestion control operation. The length of 100ms sounds a good choice since it matches the most typical reservation interval in V2X. 
Proposal 1:

· Confirm the WA that length of window for CBR measurement in PHY layer is 100ms. 

For the accuracy of high layer CBR average, a number of CBR samples need to be obtained at PHY layer. However, the CBR samples don’t need to be strictly periodic.  We think a good balance is to measure CBR right before resource reselection. Up to 10 samples can be obtained since normally 1s sensing window is used. This is especially good for PUE if partial sensing is restricted to 1s sensing window before resource reselection. Following the above method, no additional measurements are required except for those already required to support resource reselection. On average, up to 10 CBR samples are available every 10s. However, if the accuracy is not justified, more CBR samples needed, which causes more power consumption. Exact time positions of additional CBR samples can be up to UE implementation. 
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Figure 1: CBR measurements before resource reselection
Since congestion control is critical for stability of V2X system, we prefer that all kinds of UE capable of sidelink reception should measure CBR, to report CBR to eNB and to do congestion control automatically. Especially for PUE, in a resource pool configured with random selection, we think it is beneficial for PUE to still measure CBR to identify congestion level and react correspondingly. However, for power saving, the time for CBR measurement should be minimized. 
Proposal 2:

· CBR measurement in the sensing window before resource selection. 

· More CBR samples can be considered if accuracy of CBR is not justified, which is up to UE implementation

· A PUE can do CBR measurement on a resource pool configured with random selection. 

3 PPPP based congestion control
Congestion control may be charged by eNB. Since it was agreed that CBR measured at UE can be reported to eNB, eNB can obtain a full picture of traffic in an area. Then eNB can adjust the pool configurations and the set of transmission parameters and signaled to UE. However, following existing V2V signaling structure, eNB just configures the range of multiple parameters, e.g. MCS, No.SC and No.TX. One option is to leave the choice of the exact parameters up to UE implementation. However it may degrade congestion control performance since different UE may use different algorithms. Further, in OCC scenario, eNB based congestion control doesn’t work. 

Based on above analysis, UE autonomous congestion control is needed. It is preferred to specify the UE behavior so that the system performance can be guaranteed. By extending the existing V2V signaling, multiple sets of transmission parameters can be (pre-)configured depending on the CBR measurement. Further, PPPP can be another dimension needs to be considered in congestion control.  Therefore, the number of sets of transmission parameters is a function of high/low CBR and PPPP. That is, up to 16 sets of parameters are to be (pre-)configured. It is possible to reduce the signaling by sharing same set of parameters for adjacent PPPPs. However, 8 CBR thresholds are still needed for the differentiation of each PPPP. By this way, per PPPP congestion control is possible though the number of sets of parameters is reduced. The exact details of signaling are up to RAN2. 
Proposal 3:

· UE autonomous congestion control is supported. 

· eNB can configure multiple sets of parameters for different CBR and different PPPP;

· 8 CBR thresholds are configured for 8 PPPP respectively. 

Assuming multiple sets of parameters are (pre-)configured, we discuss UE autonomous congestion control in the following part. UE behavior can be classified into 2 levels: 

· Level-1: UE should use a proper set of parameters based on CBR and PPPP

· Level-2: UE can adjust exact parameters within a set of parameters. 

Regarding level-1, it is straightforward UE immediately use the set of parameter for high CBR if CBR > CBR threshold. This helps avoiding congestion as fast as possible. However, when CBR < CBR threshold, delay operation can be beneficial since UE can confirm the channel is indeed not congested, which efficiently avoids Ping-Pang operation at UE. 
We think specification of level-2 behavior is also beneficial at least within the set of parameters for congestion. Otherwise, a greedy UE may keep on using the most aggressive parameter allowed by (pre-)configuration, which definitely harmful from system point of view. 
· From above discussion, transmission parameters are selected from the set of parameters for congestion case when UE found CBR > CBR threshold. If CBR keeps higher than CBR threshold for a period, UE may adjust the parameters for SA/data channel again. Since the (pre-)configured parameters just give a range of MCS, No.PRB, No.TX, UE has the freedom to choose more conservative parameters step by step. In an extreme case, if no parameters can be adjusted anymore, but CBR still > CBR threshold, UE may drop a packet, preferably the packet with low PPPP(s). 
· On the other hand, if a UE using the set of parameters for congestion state found CBR < CBR threshold, the UE may not leave congestion state immediately. The UE may adjust the parameters for SA/data channel first within the set of parameters for congestion case, if CBR keeps lower than CBR threshold in a period. When the most aggressive parameters are already used and CBR is still lower than CBR threshold, UE may switch back to non-congestion state, i.e. use the set of parameters for non-congestion state. 
Proposal 4:

· UE immediately use the set of parameters for congestion if CBR > CBR threshold, while a delay operation is supported to switch back to the set of parameters for non-congestion; 

· UE can continuous adjust transmission parameters with the set of parameters for congestion if CBR > CBR threshold in a period, packet dropping is supported eventually.  

· UE needs to adjust transmission parameters with the set of parameters for congestion first if CBR < CBR threshold before switching back to the set of parameters for non-congestion. 
4 Parameters adjustable in congestion control
If increased load is detected, a higher MCS hence less number of occupied sub-channels could be adapted. It is helpful to avoid collisions between UEs hence reduced interference level. 
Transmit power control is direct way to reduce interference. As shown in Figure 3, the communication range of the vehicles should be adjusted based on the device speed to improve SA scan decoding for collision avoidance. If density is low, mutual interference is not an issue even with a large communication range which allows high transmission power. While, if density is high, a small communication is enough to transmit/receive needed security information then a low transmission power is enough which results in reduced interference.  
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Figure 3: Adapting transmission power based on traffic
Another possibility is to decrease the number of transmission for a TB. So far up to 2 transmissions supported for a TB. If the load condition becomes high, UE can adapt to single transmission for a TB, which can reduce the congestion situation by a half. 
One more parameter is the PSD boost between SA and data channel. In V2V, a fixed 3dB PSD boost applies on SA. In a congestion scenario, such PSD boosting may become harmful. If CBR for SA and CBR for data are separately measured, it is then possible that SA resources are congested while data channel not. Therefore, reducing PSD boost to 0dB can be considered. On the other hand, even when only single CBR is measured, reducing SA PSD boost to 0dB is still a way to mitigate the interference levels. 
Proposal 5:

· The following aspects are considered for congestion control

· MCS and number of occupied sub-channels

· Transmission power

· Number of transmission per TB

· Set SA PSD boost to 0dB

5 Load balancing

According to updated V2X WI [1], a related target is to design load balancing across multiple carriers. In brief, congestion can be well avoided by shifting excess traffic to a light-loaded carrier. To reduce specification effort, the resource pools on multiple carriers can be treated as a super resource pool, and then resource selection scheme as designed in Figure 1 applies on the super resource pool. 

For an almost congested carrier, the number of resource survived after exclusion by SA and received power will be much less than another free carrier. Further ranking resource by received energy also helps to find free resources. Therefore, when doing random reselection in 
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 of the supper resource pool, most candidates are actually from light-loaded carriers, which achieves load balancing. 
Proposal 6:

· A super resource pool is formed by the pools in multiple carriers and applies existing sensing based resource (re)selection

6 Conclusions
In this contribution, we provide our views on congestion detection, congestion control and load balancing. We made the following observations and proposals, 

Proposal 1:

· Confirm the WA that length of window for CBR measurement in PHY layer is 100ms. 

Proposal 2:

· CBR measurement in the sensing window before resource selection. 

· More CBR samples can be considered if accuracy of CBR is not justified, which is up to UE implementation

Proposal 3:

· UE autonomous congestion control is supported. 

· eNB can configure multiple sets of parameters for different CBR and different PPPP;

· 8 CBR thresholds are configured for 8 PPPP respectively. 

Proposal 4:

· UE immediately use the set of parameters for congestion if CBR > CBR threshold, while a delay operation is supported to switch back to the set of parameters for non-congestion; 

· UE can continuous adjust transmission parameters with the set of parameters for congestion if CBR > CBR threshold in a period, packet dropping is supported eventually.  

· UE needs to adjust transmission parameters with the set of parameters for congestion first if CBR < CBR threshold before switching back to the set of parameters for non-congestion. 
Proposal 5:

· The following aspects are considered for congestion control

· MCS and number of occupied sub-channels

· Transmission power

· Number of transmission per TB

· Set SA PSD boost to 0dB

Proposal 6:

· A super resource pool is formed by the pools in multiple carriers and applies existing sensing based resource (re)selection
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