[bookmark: _GoBack][bookmark: _Ref452454252]3GPP TSG-RAN WG1 #87	R1-1612286
Reno, U.S.A., November 10-14, 2016

Agenda item:		7.1.5.1
Source:	Nokia, Alcatel-Lucent Shanghai Bell 
Title:	LDPC codes for control channels
Document for:		Discussion and Decision
1	Introduction
Ran1 #86 agreed on simulation assumptions for control channel coding of NR and LDPC considered as a candidate coding scheme. In this contribution, we summarize codes used for the simulations in [1]. 
In addition, we present design principles and requirements, and QC-LDPC extension method, with which the requirements can be met in control channel coding.   

2	Simulations for LDPC with separately optimized parity check matrices
Ran1 #86 agreed on the following simulation assumption to start investigating performance of various coding schemes. 
Agreement:
· Simulation Assumptions for eMBB control channel coding 
· Evaluate the block error rate (BLER) performance versus SNR 
· Evaluate the false alarm rate versus SNR

	Channel
	AWGN

	Modulation
	QPSK

	Coding Scheme
	Repetition
	Simplex
	TBCC
	Turbo
	LDPC
	Reed-Muller
	Polar

	Code rate (for evaluation purposes)
	1/24*, 1/12, 1/6, 1/3, 1/2, 2/3

	Decoding algorithm**
	ML
	ML
	List-Viterbi
	Scaled max log MAP
	Adjusted
min-sum
	FHT
	SC list

	Info. block length (bits w/o CRC) (for evaluation purposes)  ***
	1, 2, 4, 8, 16, 32, 48, 64, 80, 120, 200



* Code rate 1/24 is valid for info block length of 1-2 bits
** Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 
*** Each of these info. block lengths shall be evaluated at at least one of the code rates. Other info. block lengths and code rates are not precluded. Similar info. and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis. 
· Companies are encouraged to provide information on complexity of their decoders, and on decoding latency. 
We selected sub-set of simulation parameters (highlighted) to simulate LDPC codes, where smaller block sizes may not be applicable to LDPC. For each of these block sizes and code rate, we optimized the parity check matrix to see the performances we could gain from the optimized design with LDPC. In particular, we optimized PCMs separately for rates 1/6, 1/3, ½, 2/3 for the block sizes 64, 80, 120, and 200 bits. For payload sizes of 16, 32, 48 bits, we used modulo lifting from PCMs designed for block size 64 bits. Rate 1/12 is obtained via repeating of 1/6 encoded code block. 
Exact parity check matrices used in the simulations are showed in the Annex A-D and we used offset min-sum decoder with 0.22 offset parameter. 50 iterations are used in the simulations. Additionally, for the simulations we used parity check as the error detection mechanism where false alarm rates and miss rates with parity check is illustrated in [1]. Summarized results for different block sizes considering target BLER of 1% is showed in Figure 1, for coding rates 1/6, 1/3, 1/2 and 2/3. Figure 2 and Figure 3 show the corresponding false alarm rates and missed detection rates, respectively. 
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[bookmark: _Ref462899013]Figure 1. Required SNR for BLER = 10-2.
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[bookmark: _Ref462899055]Figure 2. False alarm rate for BLER = 10-2.
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[bookmark: _Ref462899063]Figure 3. Missed detection rate for BLER = 10-2.
Even though our initial discussion is based on the optimized PCMs for each block sizes, it may not be feasible as we do not know the exact payload sizes we get in NR control channels. Having flexible design is needed to support such flexibility. In next section, we provide the basic idea of designing such flexible LDPC design for control channels coding. Optimizing such design takes time and we do not expect huge variations of the performance for the considered block sizes we simulated in the current simulations. 

3	Design principles for flexible LDPC codes
Following design principles and requirements are identified:
· Encoding complexity should be small. Control channels may need very small encoding latency, and LDPC codes should be design with this requirement in mind. The target is linear encoding complexity. 
· Flexibility in terms of K. Granularity of one bit is preferred, but larger granularity may be acceptable.
· Flexibility in terms of rate.  
· Good performance for all for all info block sizes. 
· There should be a small number of decoders with which all codes can be decoded, for every possible info block size and code rate. Overall decoding complexity should be small, with good area efficiency.

Proposal 1: Both encoding and decoding complexity should be small.

Proposal 2: Codes for all info block lengths and rates should be supported with good performance. 


4	Flexible LDPC code design for control channels
For a given info block length K, the LDPC code consists of a base parity check matrix, which is typically designed for higher code rate. For example, in the case of QC-LDPC codes, we can select a shift value matrix of size 4x12. This results in a code rate of 2/3. Other code rates are then obtained by adding the same number of rows (to the bottom) and columns (to the right). Figure 4 illustrates the idea.

[image: ]
Figure 4. The principle of parity check matrix extension.

A similar structure was presented in [2]. Each parity check matrix formed in this fashion has the following structure: The matrix can be written as

where H2 is square and invertible over GF(2). The structure of H should enable low complexity encoding.
Several extended matrices are needed to support different info block lengths. 

Proposal 3: We propose QC-LDPC codes for control channels. The structure of H should enable low complexity encoding.
Proposal 4: A hierarchical structure of codes should be constructed by using an extension, in which equal amount of rows and columns are added to the parity check matrix.

5	Conclusion
 
Proposal 1: Both encoding and decoding complexity should be small.

Proposal 2: Codes for all info block lengths and rates should be supported with good performance. 

Proposal 3: We propose QC-LDPC codes. The right part of the parity check matrix should be a lower diagonal matrix, with ones on the diagonal.
Proposal 4: A hierarchical structure of codes should be constructed by using an extension, in which equal amount of rows and columns are added to the parity check matrix.
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Annex A: Parity check matrices for R = 1/6
· R = 1/6; (n,k) = (384,64) with sub-matrix dimension Z = 32
    6  0  0 -1 -1 -1 -1 -1 -1 -1 -1 -1
    0 22 29  0 -1 -1 -1 -1 -1 -1 -1 -1
   -1 15  0 -1  0 -1 -1 -1 -1 -1 -1 -1
   -1  2 -1  3 30  0 -1 -1 -1 -1 -1 -1
    2 -1 -1 -1 -1 13  0 -1 -1 -1 -1 -1
   -1 -1 -1 22 18 -1 -1  0 -1 -1 -1 -1
   -1 -1 -1 12 -1 -1 -1 17  0 -1 -1 -1
   26 -1 -1 -1 -1 -1 -1 -1  4  0 -1 -1
   -1 -1 -1 -1 -1 -1 -1  7  2 -1  0 -1 
   -1 -1 28 -1 -1 -1 -1 -1 -1 -1 12  0

· R = 1/6; (n,k) = (480,80) with sub-matrix dimension Z = 40
   8 34  0 -1 -1 -1 -1 -1 -1 -1 -1 -1
  39 37 39  0 -1 -1 -1 -1 -1 -1 -1 -1
  -1 30  1 20  0 -1 -1 -1 -1 -1 -1 -1
  -1 -1 31  9 19  0 -1 -1 -1 -1 -1 -1
  -1 -1 -1 19  0 -1  0 -1 -1 -1 -1 -1
  -1 -1 -1 -1 -1  9 25  0 -1 -1 -1 -1
  -1 -1 -1 16 -1 -1 35 -1  0 -1 -1 -1
  -1 -1 13 -1 28 -1 24 -1 -1  0 -1 -1
  -1 -1 -1 36 -1 -1 24 -1 -1 -1  0 -1
  -1  4 -1 10 -1 -1 -1 -1 -1 -1 -1  0




· R = 1/6; (n,k) = (720,120) with sub-matrix dimension Z = 60
  56  6  0 -1 -1 -1 -1 -1 -1 -1 -1 -1
  89 33 96  0 -1 -1 -1 -1 -1 -1 -1 -1
  40 -1 39  4  0 -1 -1 -1 -1 -1 -1 -1
  -1 -1 19 -1 59  0 -1 -1 -1 -1 -1 -1
  -1 -1 -1 34 11 -1  0 -1 -1 -1 -1 -1
  -1 65 -1 -1 67 -1 94  0 -1 -1 -1 -1
  -1 85 -1 19 -1 -1 -1 21  0 -1 -1 -1
  59 -1 51 -1 -1 -1 -1 -1 -1  0 -1 -1
  -1 -1 -1 -1 77 -1 -1 23 -1 -1  0 -1
  -1 -1 -1 98 76 -1 -1 -1 -1 -1 -1  0

· R = 1/6; (n,k) = (1200,200) with sub-matrix dimension Z = 100
  56  6  0 -1 -1 -1 -1 -1 -1 -1 -1 -1
  89 33 96  0 -1 -1 -1 -1 -1 -1 -1 -1
  40 -1 39  4  0 -1 -1 -1 -1 -1 -1 -1
  -1 -1 19 -1 59  0 -1 -1 -1 -1 -1 -1
  -1 -1 -1 34 11 -1  0 -1 -1 -1 -1 -1
  -1 65 -1 -1 67 -1 94  0 -1 -1 -1 -1
  -1 85 -1 19 -1 -1 -1 21  0 -1 -1 -1
  59 -1 51 -1 -1 -1 -1 -1 -1  0 -1 -1
  -1 -1 -1 -1 77 -1 -1 23 -1 -1  0 -1
  -1 -1 -1 98 76 -1 -1 -1 -1 -1 -1  0

Annex B: Parity check matrices for R = 1/3

· R = 1/3; (n,k) = (196,64) with sub-matrix dimension Z = 16
  10 11  2  3  0 -1 -1 -1 -1 -1 -1 -1
  -1 15  9  9 14  0 -1 -1 -1 -1 -1 -1
   6 -1  5 13 -1 11  0 -1 -1 -1 -1 -1
  -1  5 -1  8 12 -1  6  0 -1 -1 -1 -1
  -1 11 -1 -1  1 -1 -1 11  0 -1 -1 -1
  -1  2 -1 -1 14 12 -1  7 -1  0 -1 -1
  -1 15 10 -1 -1 -1 -1 -1 11 -1  0 -1
  -1 -1 -1  7 -1 11 -1  3 -1 -1 -1  0

· R = 1/3; (n,k) = (240,80) with sub-matrix dimension Z = 20
  16  7 11 10  0 -1 -1 -1 -1 -1 -1 -1
   8 -1 18 15  8  0 -1 -1 -1 -1 -1 -1
  -1 -1 -1  2  7 12  0 -1 -1 -1 -1 -1
  12  1 -1 -1 -1 18 -1  0 -1 -1 -1 -1
  -1 -1 14 -1 -1 -1  2 19  0 -1 -1 -1
  -1  7 -1  7 -1 -1 -1 -1  6  0 -1 -1
  -1 -1 10 -1 -1 -1 -1 17 13 -1  0 -1
  -1 -1 18  9  5 18 -1 -1 -1 -1 -1  0

· R = 1/3; (n,k) = (360,120) with sub-matrix dimension Z = 30
  20  1  0  7  0 -1 -1 -1 -1 -1 -1 -1
  -1 21 21 26 16  0 -1 -1 -1 -1 -1 -1
  10 -1  0 28 -1 19  0 -1 -1 -1 -1 -1
  -1 14 10  6 -1 14 -1  0 -1 -1 -1 -1
  -1 25 15 -1 -1  2 26 -1  0 -1 -1 -1
  -1  7 28 -1 -1 16 17 -1 -1  0 -1 -1
  -1 17  1 -1 13 -1 -1 -1 14 -1  0 -1
  -1  7 28 -1 -1 18 24 -1 -1 -1 -1  0

· R = 1/3; (n,k) = (600,200) with sub-matrix dimension Z = 50
  31 44 14 39  0 -1 -1 -1 -1 -1 -1 -1
  25 -1 48 45 10  0 -1 -1 -1 -1 -1 -1
  -1 19 33 23 -1  2  0 -1 -1 -1 -1 -1
  -1 27 18 -1 -1 33 48  0 -1 -1 -1 -1
  -1 37 19 -1 24 44 -1 -1  0 -1 -1 -1
  -1 -1 49 -1  0 14 36 -1 -1  0 -1 -1
  -1 -1 -1 -1 25 14  5  2 -1 -1  0 -1
  -1 35 -1 -1 28 38 -1 -1 -1 -1 30  0
Annex C: Parity check matrices for R = 1/2
· R = 1/2; (n,k) = (128,64) with sub-matrix dimension Z = 16
  10 14 13  6  0 -1 -1 -1
   0 13  4  1  9  0 -1 -1
  -1 11 13 12 10  8  0 -1
  -1 -1 13  4 -1  7  4  0


· R = 1/2; (n,k) = (160,80) with sub-matrix dimension Z = 16
  6  0 -1 14  0  0 -1 -1 -1 -1
 -1  6  9  2  7  8  0 -1 -1 -1
  4 -1  9  6 -1 -1 12  0 -1 -1
 -1 10  3 -1 -1  7  7  1  0 -1
 -1 -1 -1 12 -1  5 11 11  0  0

· R = 1/2; (n,k) = (240,120) with sub-matrix dimension Z = 24
  21  2 -1  0  7  0 -1 -1 -1 -1
   5 15  1 12 10 -1  0 -1 -1 -1
  -1 20 23 23  4 12 -1  0 -1 -1
  -1 -1  9  6 -1 14 19  0  0 -1
   0 -1 -1 18 -1 23 -1  5  7  0

· R = 1/2; (n,k) = (400,200) with sub-matrix dimension Z = 
   5  2 23 29  1  0 -1 -1 -1 -1
  -1 15 31 27  7 10  0 -1 -1 -1
  19  3  4 37 32 -1 11  0 -1 -1
  38 24  2 -1 -1 15 -1 30  0 -1
  -1 -1 23 -1 27 17 38 -1 23  0
Annex D: Parity check matrices for R = 2/3
· R = 2/3; (n,k) = (96,64) with sub-matrix dimension Z = 8
   2 -1  2  0  2  4 -1  2  0 -1 -1 -1
  -1  0  2 -1  1  5  3  0  4  0 -1 -1
  -1  5  5  4  1 -1  1  3 -1  4  0 -1
  -1  6  7  7 -1  0  3 -1  3 -1  6  0

· R = 2/3; (n,k) = (120,80) with sub-matrix dimension Z = 8
   0  1 -1 -1  6 -1  2  2  6  6  0 -1 -1 -1 -1
  -1  7  1 -1  6  6  6 -1  5  1  2  0 -1 -1 -1
  -1 -1  6  6  6  0  6  0  0 -1  1 -1  0 -1 -1
  -1 -1  4  7 -1  6  3 -1 -1  6 -1  4  7  0 -1
  -1 -1  0  1 -1 -1  7  5  5  6  1  3 -1 -1  0

· R = 2/3; (n,k) = (180,120) with sub-matrix dimension Z = 12
   1  5 10 -1  7 10  1  8  0  1  0 -1 -1 -1 -1
  -1  1  0  3 -1  2  7  6  1 -1 11  0 -1 -1 -1
  -1 11 -1 -1  8  2  1  7 -1  8 10  3  0 -1 -1
  -1 -1  5 -1  9  8 -1  5  4  1  1  2  4  0 -1
  -1 -1  3  8  4 -1  3  7 10 -1  7 -1 -1  9  0

· R = 2/3; (n,k) = (300,200) with sub-matrix dimension Z = 20
  -1  5 15  4  3  9  4 15 11  3  0 -1 -1 -1 -1
   8 11  4  5  8 17 -1 -1  4 -1 18  0 -1 -1 -1
  -1 -1 14 19  0  1 12  8 12 -1 11 11  0 -1 -1
  -1  2 -1 -1 -1 -1  0 17  3  6 13  8 14  0 -1
  -1 17 -1 13 -1 15 -1  9 -1 -1  2 17  8  3  0
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