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1	Introduction
Control channel coding is a very important issue of NR as it has different requirements compared to data channel. In RAN1#86, the simulation assumptions were agreed in [1]. Polar code is one of the candidates for control channels, showing some unique characteristics that may benefit the control channel design. The info block length of control channel is relatively short, e.g. probably as short as 1bit, so additional issues may need to be considered in code design. For example, it is necessary to compare the two popular decoding methods, CRC-less and CRC-aided list decoding,  as CRC takes considerable overhead. The required false alarm rate is another important issue to be considered with respect to CRC size,which will also be discussed in this paper. Besides the Polar code design issues for control channel,the evaluation results are also provided in this contribution. 
[bookmark: OLE_LINK9][bookmark: OLE_LINK10][bookmark: OLE_LINK13][bookmark: OLE_LINK14]2	Discussion
In RAN1 #84bis meeting [2], the following agreement was made as the selection criteria of coding scheme(s) especially considering eMBB, URLLC, and mMTC cases.  

· Selection of 5G new RAT channel coding scheme(s) will consider,
· [bookmark: _GoBack]Performance
· Implementation complexity
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))

This should also apply for control channel code scheme selection. In addition, the following requirements should also be considered when evaluating control channel coding schemes.

· For control channel coding that supports the blind decoding, it is crucial to reduce the false alarm rate (FAR). In LTE, CRC is used in blind decoding to detect the errors. False alarm may happen when the UE incorrectly detects the channel when there is no valid transmission for it. Sufficient CRC bits are needed to reduce the false alarm rate. Different coding schemes may have different error detection capabilities in nature, so they may need different number of CRC bits to achieve the same false alarm rate, e.g. at least comparable to LTE. The other CRC error is the missing rate (MR) which should also be considered though not that important compared to false alarm rate.
· Control channel coding scheme should support finer granularity of block sizes. The control channel may require finer granularity of block size from 1 bit for ACK/NACK to tens of bits for DCI. It was also discussed that more than 70 bits might be needed for eMBB control channel. So the candidate coding scheme should support rate matching and performs well for different block sizes.
· Reliability is often considered as essential requirements where we often have to use lower code rates. Existing code rates in LTE (control channels coding) and lower rates can be used as the base to evaluate coding schemes. This will be evaluated together with different code block sizes.
· The channel coding scheme should not increase the blind decoding complexity. The decoding latency is also an issue to be considered which somewhat relates to the decoding algorithms, code design and search space design. 
2.2 CRC-less and CRC-aided decoding
Successive cancellation (SC) list decoding algorithm is assumed for Polar code, which may be used with the aid of CRC to determine the survival list. It is straightforward that for very short blocks, the CRC is big overhead so the CRC-aided list decoder may not perform well as expected. However, for very large blocks, the CRC overhead could be negligible and hence the performance would be improved effectively. The performance of short block is very important to control channel as it affects the coverage and reliability, so from the performance point of view, it is useful to compare CRC-less decoding and CRC-aided decoding.
It is noted CRC of LTE PDCCH is used not only for error detection but also for UE identification that CRC is scrambled by UE ID, so LTE PDCCH CRC has 16bits. The discussion of UE ID scrambling is beyond this paper as it is not a decoding issue and involves the PDCCH design considerations. Next, if CRC is not used, the receiver may not be able to detect the error, so it is only suitable for the control channel signals where FAR is not required. As discussed above, there probably exists an info block size larger than which the CRC-aided decoder performs better than CRC-less decoder. As shown in figure 1, there are five line segments for different CRC sizes respectively and each has two end points. The left end point is for List size 32 so this means larger list size helps the CRC-aided decoder to outperform the CRC-less decoder. And the right end point is for List size 4. It can be seen from Figure 1 that CRC size 1 or 2 generally does not help. For 3bit CRC, the left point is at 10 bits and 16 bits for 5bit CRC. CRC size of 4bit performs best for List size 4. Therefore, for info sizes smaller than 10~16 bits, CRC-less decoder performs better and otherwise 4bit CRC-aided list decoder may be considered. If the FAR is required, the perfered CRC size should be the maximum of the CRC size that satisfies the FAR and the CRC size that has the best decoding performance. 

[image: ]
Figure 1: Info block lengths where CRC-aided decoder outperforms CRC-less decoder; code rate 1/3; 

Observation 1: CRC-aided list decoder outperforms CRC-less decoder for the info sizes larger than 10 bits, and 4bit CRC performs best.

2.3 Simulation results of different info sizes
In RAN1 86 meeting the following table was agreed to be used for control channel simulations.
	Channel
	AWGN

	Modulation 
	QPSK

	Coding Scheme
	TBCC
	LDPC
	Reed-Muller
	Polar

	Code rate 
	1/24*, 1/12, 1/6, 1/3, 1/2, 2/3

	Decoding algorithm**
	Viterbi
	min-sum
	FHT
	SC list

	Info. block length (bits w/o CRC)
	1, 2, 4, 8, 16, 32, 48, 64, 80


* Code rate 1/24 is valid for info block length of 1-2 bits
** Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 
In this section, we provide BLER results of polar codes for respective code block sizes and coding rates. CRC aided list decoding is used. For all cases, the CRC length is 6. The list size is fixed to be 4. The codes were constructed by adopting this procedure: firstly we design a small mother polar code by using density evolution with Gaussian approximation, then the encoded bits are put in a circular buffer and repeated if more parity bits are needed. This way is much like the rate matching of TBCC in LTE. Table I shows the real number of coded bits to be transmitted.

Table I: Number of encoded bits
	
	16
	32
	48
	64
	80
	120
	200

	1/12
	192
	384
	576
	768
	960
	1440
	2400

	1/6
	96
	192
	288
	384
	480
	720
	1200

	1/3
	48
	96
	144
	192
	240
	360
	600

	1/2
	32
	64
	96
	128
	160
	240
	400

	2/3
	24
	48
	72
	96
	120
	180
	300



As we mentioned, the number of bits in Table I were obtained by repeating a smaller mother polar code, and the size of the smaller polar code is specified in Table II.





Table II : Mother polar code sizes
	
	16
	32
	48
	64
	80
	120
	200

	 1/12
	128
	128
	128
	128
	256
	256
	512

	 1/6
	96
	128
	128
	128
	256
	256
	512

	 1/3
	48
	96
	128
	128
	240
	256
	512

	 1/2
	32
	64
	96
	128
	160
	240
	400

	 2/3
	24
	48
	72
	96
	120
	180
	300



Finally, Table III shows the design SNRs for the corresponding codes.

Table III : Effective SNRs for code construction
	 
	16
	32
	48
	64
	80
	120
	200

	 1/12
	-3
	0
	-1
	-4
	-5
	-7
	-6

	 1/6
	-3
	2
	-1
	-4
	-2
	-6
	-7

	 1/3
	0
	-1
	-1
	-4
	-2
	-7
	-7

	 1/2
	0
	0
	0
	-1
	0
	-5
	-4

	 2/3
	0
	3
	0
	0
	-1
	0
	0



Following diagrams show the BLER performance of the agreed coding rates and block sizes.















Case 1 : 16 info. bits
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Figure 3: BLER vs. Es/No for 16 info. bits
Case 2 : 32 info. bits
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Figure 4: BLER vs. Es/No for 32 info. bits
Case 3 : 48 info. bits
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Figure 5: BLER vs. Es/No for 48 info. bits
Case 4 : 64 info. bits
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Figure 6: BLER vs. Es/No for 64 info. bits
Case 5 : 80 info. bits
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Figure 7: BLER vs. Es/No for 80 info. bits
Case 6 : 120 info. bits
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Figure 8: BLER vs. Es/No for 120 info. bits
Case 7 : 200 info. bits
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Figure 9: BLER vs. Es/No for 200 info. bits

2.4 CRC FAR and MR
In this section we provide the simulation results of FAR and MR with 6-bit CRC for the agreed block size and rate combinations. The number of simulated block is 100,000 for all results.
2.4.1 Simulation results of FAR
Case 1 : 16 info. bits[image: ]
Figure 10: FAR vs. Es/No for 16 info. bits
Case 2 : 32 info. bits
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Figure 11: FAR vs. Es/No for 32 info. bits
Case 3 : 48 info. bits
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Figure 12: FAR vs. Es/No for 48 info. bits
Case 4 : 64 info. bits
[image: ]
Figure 13: FAR vs. Es/No for 64 info. bits
Case 5 : 80 info. bits
[image: ]
Figure 14: FAR vs. Es/No for 80 info. bits
Case 6 : 120 info. bits
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Figure 15: FAR vs. Es/No for 120 info. bits
Case 7 : 200 info. bits
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Figure 16: FAR vs. Es/No for 200 info. bits
One observation is that by comparing to other coding schemes, especially without using CRC for decoding, the FAR performance of polar codes is rather poor, where it can only result in about 0.1 FAR with 6 CRC bits in the low SNR regime.

2.4.2 Simulation results of MR
For MR simulations, we simulated 100,000 blocks and in this case most MR statistics are zero, which means that polar codes with CRC aided decoding result in very low MRs. So we are only able to show one case here.











Case 1 : 16 info. bits
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Figure 17: MR vs. Es/No for 16 info. bits

By observing the FAR and MR simulation results of polar codes with CRC-aided decoders, we may say that the FAR performance of polar codes is worse than other coding schemes, while the MR performance is better. The reason could be that the CRC-aided list decoder tends to force the decoded outputs to have no CRC checksum error, thus would worsen the FAR and improve the MR.

Observation 2: Polar codes with CRC-aided list decoder have worse FAR performance and better MR performance compared to other coding schemes.

2.5 Blind decoding complexity and latency
The UE may need to perform tens of blind decoding of the control channel, like LTE, so decoding complexity and latency are also the criteria of code scheme selection. The complexity depends on multiple factors including the decoding algorithm, code structure and control channel design. Low latency decoding structure may be adopted [5], but according to [6], the Polar code throughput is still inferior to TBCC. Next, the decoding complexity of SCL is O(L*log(N)), so it is a balance between performance and complexity/latency. Lower complexity/latency is achievable at the cost of performance, especially for short blocks as the performance is worse than larger block at the same code rate. 


3	Conclusion
In this contribution, the Polar code for control channels is discussed. Besides the general requirements for code scheme selection, there are additional requirements to be evaluated for control channel code scheme. Based on this, the Polar code design and performance are discussed. The observations are proposes are summarized below:
Observation 1: CRC-aided list decoder outperforms CRC-less decoder for the info sizes larger than 10 bits, and 4bit CRC performs best.
Observation 2: Polar codes with CRC-aided list decoder have worse FAR performance and better MR performance compared to other coding schemes.
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