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1 Introduction
During RAN1 #86 meeting, the following agreements were made on the flexibility of channel coding techniques [1-2].
Agreement:
· Channel coding techniques for NR, should support the following:
· Info block size K flexibility: 
· Granularity at lower end of range of K = [D1] bits
· D1 may be different for control and data channels
· FFS whether D1 may be different for different code rates
· FFS whether the granularity is coarser at higher values of K 
· Shortening (i.e. assigning info bits to known values, e.g. 0) may be used to provide info block size flexibility 
· Codeword size flexibility: 
· Basic code design with rate matching (i.e., puncturing and/or repetition) supports 1-bit granularity in codeword size
During RAN1 #86bis meeting, the following agreements were made on the channel coding scheme for eMBB data [3].
Agreement:
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X
· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account
· The channel coding scheme(s) for URLLC, mMTC and control channels are FFS
Based on these available conclusions, we share our considerations on code segmentation mechanism based on LDPC code for eMBB data channel in this contribution.
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In LTE system, only Turbo code is used for data channel. Quadratic Polynomial Permutation (QPP) interleaver is used as internal interleaver for Turbo code. The bit number space for QPP interleaver size may be 8/16/32/64, which is related to the input information block size. When the input bit number is not aligned with the size of QPP interleaver, the padding bits is used. To guarantee the realization complexity, the maximum code block size (CBS) is 6144. Elaborate code segmentation mechanism is specified when input bits for Turbo code are larger than 6144 [4]. The number of CB is determined by the quotient of total information bit number and the maximum CBS. Then, CBS  and  are used for code segmentation. Here,  is the smallest size of Quadratic Polynomial Permutation (QPP) interleaver to contain the information bits of each CB, which is determined by equal division for different CBs.  is the maximum size of QPP interleaver smaller than the previously determined CBS. Finally, the code block number for  and is determined by specified formula [4] to reduce the padding bit number. Based on LTE code segmentation mechanism, we have the following observation:
Observation 1: Padding technique can be used to make the actual transmit information bit number align with input bit number requirement for encoder.
Observation2: Two code block size is used to reduce padding bit number and improve transmission efficiency.
3 Considerations for code segmentation in 5G NR
LDPC is agreed to serve as channel coding scheme for eMBB data channel with medium and long code block size because of good performance and high realization efficiency. Figure 1 shows a simple example for the transmitter chain with LDPC codes. First, a TB is segmented equally into multiple CBs. The number of CB equals to the ceil of the quotient between input bit number, and maximum supported input bit number for LDPC encoder. In many occasions, the size of the CB does not match the required information bits for encoding. Therefore, as the second step, zero padding bits are added at the end of each CB to perform encoding process. Finally, coded bits are ready for the rate matching and transmission. Here, the same CBS is used and information bits are almost equally divided into these CBs. It can serve as a start point for discussion of code segmentation scheme with LDPC codes.


Figure1: Example of procedure of LDPC encoding
Based on the previous scheme, the following aspects need further consideration
Transmission efficiency and power efficiency
In general, LDPC codes are constructed for fixed dimensions. Quasi-cyclic like LDPC codes is agreed to use for the purpose of study and comparison [5-6]. The parity check matrix (PCM), H, is often defined as matrix,  
 

where  is a cyclic-permutation matrix obtained from the zero matrix and the z by z cyclically shifted identity matrix to the right; N*z, K*z and (N-K)*z are the coded block sizes, information block size and the parity size, respectively. The supported information block size is often limited to K*z or some other limited set if the z is allowed to adjust. On account of hardware realization and robust performance for PCM design, just limited set of z can be used [7].
In many occasions, zero padding bits are added at the end of each CB to match the information bits for encoding to the CBS. The spectral efficiency and power efficiency are reduced by these padding bits. For the larger TBS for large packet transmission in 5G systems, the padding overhead will increase on account of large space between larger lifting value z. Moreover, padding bits causes rate loss not only in the information bits part but also in the parity bits part. That could be a critical issue for codes with lower code rates. 
During code segmentation, the information bits are divided into CBs. Therefore, multiple CBS, similar as LTE code segmentation mechanism, can be considered for well matching between information bits for LDPC encoder and supported CBS. It can be used to improve transmission efficiency and power efficiency. On the other hand, multiple PCM are required for encoding/decoding and it will increase realization complexity. Therefore, further consideration is needed for the tradeoff between transmission efficiency, power efficiency and realization complexity.
Proposal 1: Transmission efficiency and power efficiency shall be considered for designing code segmentation scheme.

Hardware structure and decoding latency
Latency is one of important KPIs for 5G NR. Decoding latency is one of important parts for total latency. For LDPC, parallel processing helps to avoid increasing buffer requirements when supporting higher throughputs. The pipelined encoding and decoding can be used to improve implement efficiency and reduce the encoding/decoding delay. This is critical when supporting self-contained sub-frame structures where symbol level processing is allowed at both transmitter and receiver sides. 


For the code block segmentation scheme shown in Figure 1, the number of CBs, denoted as C, is determined by the input bit number B and the maximum supported info bit number for one CB, i.e.. This type of segmentation principle does not have any relation to the hardware structure of the encoder and decoder. Some pipelines will be wasted when the number of CB is not multiple of pipeline number. Therefore, hardware structure for the transmission can be considered in code block segmentation to reduce decoding delay as much as possible.
Proposal 2: Hardware structure can be considered in code block segmentation to reduce decoding latency.

Maximum code block size of eMBB
For the code segmentation shown in Figure 1, the number of CBs is determined by the input bit number and the maximum supported input bit number for one CB. Thus, the code segmentation scheme is closely related with maximum supported input bit number for one CB. 
For Turbo code, 6144 is specified as the maximum supported input bit number. For LDPC, this value is not discussed fully. As LTE Turbo, it can be determined by the hardware processing capability in principle. The complexity of 1/3 mother code is used to determine this value. However, the situation has some difference for LDPC. The complexity of encoding and decoding for LDPC is related with coded bit number, which is related with both input bit number for encoder, code rate, lifting value, and PCM [8]. Basically, the complexity becomes larger for lower code rate. Thus, the lowest code rate is required to clarify for determining this value. On account of large range of rate and independent coding for different code rate, the complexity will change remarkably. Furthermore, the code block size can be smaller to reduce decoding delay by exploiting parallel structure in some scenarios. Thus, it can be discussed whether one maximum value is good enough for all the code rate and application scenarios.
[bookmark: _GoBack]Proposal 3: Maximum code block size may not be fixed as in LTE, and capable of supporting different latency requirements in NR.
4 Conclusions
Based on above discussion. We also make the following proposals and observations:
Observation 1: Padding technique can be used to make the actual transmit information bit number align with input bit number requirement for encoder.
Observation2: Two code block size is used to reduce padding bit number and improve transmission efficiency.
Proposal 1: Transmission efficiency and power efficiency shall be considered for designing code segmentation scheme.
Proposal 2: Hardware structure can be considered in code block segmentation to reduce decoding latency.
Proposal 3: Maximum code block size may not be fixed as in LTE, and capable of supporting different latency requirements in NR.
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