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Introduction
[bookmark: _GoBack]The purpose of this document is provide channel coding performance comparison between TBCC, Polar, and LDPC in the control channel scenario. This is a continuation of the analysis first provided in [2][3][4][5], with more improvements considered on the coding schemes as well as false alarm normalization. We additionally assess the performance gains with respect to the DCI and UCI regimes.
Code Description
The transmit chain and receive chain diagram for this study is shown in Figure 1 and Figure 2. The X-bit CRC shown in the figure is reserved for list-decoding only, not for error detection. In other words, within the K bits, it is assumed that a separate CRC exists within those bits for error detection. We will have detailed discussion on false-alarm normalization in Section 3.2.



[bookmark: _Ref463016697]Figure 1. Transmit chain diagram.


[bookmark: _Ref465951887]Figure 2. Receive chain diagram.

TBCC
To support native rate of 1/6 and 1/12, the nested polynomial structure introduced in [4] is used for evaluation purpose, which we restate here in Table 1. The first three polynomials are used to get native rate 1/3, the first six polynomials are used to for rate-1/6 evaluation, and the first 12 polynomials are used for rate-1/12 evaluation. Note that italicized polynomials are repeated, hence the lowest effective rate is actually 1/8 instead of 1/12. Puncturing is done using LTE’s row-column interleaver and cyclic buffer design. The trellis construction in the decoder follows standard list Viterbi algorithm as illustrated in Figure 3. Note that each state keeps L strongest survivors (L*64 survivors per-stage), where L denotes the list size.
[bookmark: _Ref450923204]
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[bookmark: _Ref466118656]Table 1 Nested polynomials for low rate TBCC
	n
	Polynomial
	df
	

	1
	133
	-
	-

	2
	171
	10
	11

	3
	165
	15
	3

	4
	117
	20
	2

	5
	135
	25
	1

	6
	157
	30
	1

	7
	135
	36
	4

	8
	123
	40
	1

	9
	173
	46
	3

	10
	135
	51
	2

	11
	171
	56
	2

	12
	135
	61
	1

	Note that polynomial 171 is repeated twice and polynomial 135 is repeated four times. The complexity calculation should take the repetition in polynomial into consideration.
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[bookmark: _Ref447274757]Figure 3 List Viterbi Algorithm


Polar Codes
The polar codes used in this evaluation are based on the constructions provided in [6]. In this case, a separate parity check function is used instead of a CRC in order to enable pruning of candidates from list decoder. As mentioned above, this parity check function is separate from any CRC used for error detection, and the overhead is fully accounted for according to the diagram shown above in Figure 1.
Simulation Assumptions
Channel coding parameters
Table 2 Control channel simulation assumptions
	Channel
	AWGN

	Modulation 
	QPSK

	Coding Scheme
	Repetition
	Simplex
	TBCC
	Turbo
	LDPC
	Reed-Muller
	Polar 

	Code rate (for evaluation purposes)
	1/24*, 1/12, 1/6, 1/3, 1/2, 2/3 

	Decoding algorithm** 
	ML
	ML
	List-Viterbi
	Scaled max log MAP
	Adjusted
min-sum 
	FHT
	SC list 

	Info. block length (bits w/o CRC) (for evaluation purposes)  *** 
	1, 2, 4, 8, 16, 32, 48, 64, 80, 120, 200

	* Code rate 1/24 is valid for info block length of 1-2 bits
** Other variants of agreed algorithms can be used for encoding and decoding (Complexity details should be illustrated) 
*** Each of these info. block lengths shall be evaluated at at least one of the code rates. Other info. block lengths and code rates are not precluded. Similar info. and encoded block lengths should be used for the evaluation. Total coded bits = info. Block length/code rate. Note: these info. block length and code rate are only for initial performance evaluations. They are not interpreted as design targets or assumptions for complexity analysis. 
Companies are encouraged to provide information on complexity of their decoders, and on decoding latency


[bookmark: _Ref466109288]False alarm normalization
Regarding false-positive rate calibration, we propose the following method
Proposal 1: The false-positive rate should be calculated by injecting the decoder with the following two types of LLR inputs and counting the number of times the decoder claims a CRC-passing/PC-passing output.
· Gaussian noise: This input emulates the case when no codeword is transmitted. (null hypothesis)
· Noise-free Random BPSK: This input emulates the case when some codeword is transmitted but it is intended for a different target receiver. (random is as a result of scrambling)

In the case when we inject X-bit CRC and does not use any list decoding, the false positive rate with either of the above two types of random LLR inputs is . For a random list decoder where L randomly chosen codewords are checked against the X-bit CRC, it’s false positive rate can be expressed as 

Then the effective number of CRC bits left for pruning becomes

In Figure 4 and Figure 5, we plot the false positive rate of TBCC and CA-Polar with a 95% confidence interval under K=20 and K=40 with X=16, and the following observations are made
Observation 1: Under the same list size and same CRC-overhead
· TBCC and Polar have similar false positive rate
· Radom Gaussian LLR and Random BPSK LLR yield similar false positive rate
· The false positive rate of both TBCC and Polar match with the equation , where X is the CRC length, and L is the list size

Note that even though we only provide the FA plots for K=20 and K=40, the above observation holds in general with different block length K. 
[image: ]
[bookmark: _Ref457822473]Figure 4 False-positive rate of TBCC/CA-Polar at K=20 when 16-bit CRC is used
[image: ]
[bookmark: _Ref458726057][bookmark: _Ref458778395]Figure 5 False-positive rate of TBCC/CA-Polar at K=40 when 16-bit CRC is used
Based on the above FA observation, in order to normalize the FA rate, for TBCC, with different list size, we adopt different CRC length X (as indicated in Figure 1), according to the table below 
	List size
	1
	2
	4
	8
	16
	32

	X (CRC length)
	0
	1
	2
	3
	4
	5


In Figure 6, we show the performance of TBCC at List size from 1 to 32 with normalized FA rate. Note that even though the X-bit CRC are solely for list decoding in the evaluation, one could merge the conventional 16-bit FA-reduction CRC with the X-bit list decoding into a larger CRC, which likely may provide improved performance.  
 [image: ]
[bookmark: _Ref466111381]Figure 6 TBCC performance at different list size with normalized FA rate

Metric-based pruning for false alarm reduction
There have been active studies and comparisons on false alarm rate reduction techniques, of which some are useful specifically in decoding and/or signal presence detection. These techniques, although sometimes simulated and compared on particular choices of wireless technologies, are typically applicable to signals of various coding schemes.
Various techniques of false alarm rate reduction for TBCC have been proposed and studied (e.g., [8]), some of which evaluate likelihood between null and alternative hypotheses for received signals by analyzing against their most likely codewords and comparing against certain thresholds. For example, two popular techniques are “soft correlation metric (SCM)” and likelihood ratio based metric. Typical computation procedures may be summarized as follows:
· Decode a received signal
· Compare between the decoded CRC and the re-derived CRC
· If needed (i.e., when CRC passes), derive the most likely codeword of the received signal
· Derive a metric (i.e., an estimate) of the received signal, based on the chosen estimation algorithm
· Evaluate likelihood between null hypothesis and alternative hypothesis by comparing between the derived metric and a chosen threshold
· Declare a false positive or a true positive based on the threshold comparison
It should be noted that though metric based pruning methods could provide extra tradeoff between false alarm and detection error rate, it is largely an implementation design choice. The use of additional soft metric based pruning scheme for different false alarm/detection error performance tradeoffs is implementation specific and it largely relies on specific soft metrics being looked at and its behavior could be drastically different depending on use cases and channel conditions. 
In general, the design of parity check bits/CRC bits for error detection of a practical system should be based on system requirement without assuming extra soft metric based pruning assumptions. 
Observation 2: Soft metric-based pruning methods are applicable to TBCC and other coding schemes in the literature as an implementation choice.
Proposal 2:  In NR, soft metric based pruning scheme should do not impact the design choice of parity-check bits/CRC for error detection.
In the remaining of the contribution, we focus on CRC based pruning schemes.
Performance Results
In the performance, we make the distinction between DCI regime and UCI regime (Similar as [9]). Specifically, information block length in the range of 32 to 80 bits are considered as being in DCI regime. For the UCI regime, we focus on the larger block lengths between 100-200 bits (e.g., large UCI is needed to convey CSF related info). For the DCI, we pay particular attention to the false alarm normalization and maximum blocklength due the requirements of blind decoding on the UE side. Any relaxation along these aspects would negatively impact power consumption and battery life on the UE.
	Info. Block length (DCI) 
	(<80) 32,48,64,80

	Info. Block length (UCI)
	(>100) 120, 200



In Figure 7, we show the 1% BLER achieving SNR as a function of block-length in DCI regime. The following observations can be made:
Observation 3: In DCI regime
· Polar sees performance losses relative to legacy LTE TBCC in some cases, even with large list sizes, even though Polar improves in other cases (e.g., as DCI increases).
· Overall, TBCC and Polar can provide comparable performance tradeoffs in the DCI regime.
· [image: ]
[bookmark: _Ref466115319]Figure 7. PC Polar and TBCC comparison in DCI regime with normalized FA

[image: ]
Figure 8 PC Polar and LDPC comparison in larger UCI regime with normalized FA

Observation 4: In UCI regime for larger payloads
· LDPC codes can be used also in the high payload UCI regime to provide comparable performance to Polar, and allow for efficient reuse of data channel hardware on the uplink

It is important to further consider these performance benefits and tradeoffs between the different coding schemes in the context of complexity and latency.
Proposal 3:  Control channel coding comparison should take implementation complexity and latency into consideration.
Conclusions
Proposal 1: The false-positive rate should be calculated by injecting the decoder with the following two types of LLR inputs and counting the number of times the decoder claims a CRC-passing/PC-passing output. 
· Gaussian noise: This input emulates the case when no codeword is transmitted. (null hypothesis)
· Noise-free Random BPSK: This input emulates the case when some codeword is transmitted but it is intended for a different target receiver. (random is as a result of scrambling)

Observation 1: Under the same list size and same CRC-overhead
· TBCC and Polar have similar false positive rate
· Radom Gaussian LLR and Random BPSK LLR yield similar false positive rate
· The false positive rate of both TBCC and Polar match with the equation , where X is the CRC length, and L is the list size

Observation 2: Soft metric-based pruning methods are applicable to TBCC and other coding schemes in the literature as an implementation choice.
Proposal 2:  In NR, soft metric based pruning scheme should do not impact the design choice of parity-check bits/CRC for error detection.
Observation 3: In DCI regime
· Polar sees performance losses relative to legacy LTE TBCC in some cases, even with large list sizes, even though Polar improves in other cases (e.g., as DCI increases).
· Overall, TBCC and Polar can provide comparable performance tradeoffs in the DCI regime.

Observation 4: In UCI regime for larger payloads
· LDPC codes can be used also in the high payload UCI regime to provide comparable performance to Polar, and allow for efficient reuse of data channel hardware on the uplink

Proposal 3:  Control channel coding comparison should take implementation complexity and latency into consideration.
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