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Overview
In this document, we provide our views on using an ECP option for above 6 GHz. In short, we believe that currently no strong use case exists that justifies the introduction of an ECP optio for above 6 GHz.
Delay spread reduction due to analog beamforming
We believe that the delay spread can be significantly reduced by directional beamforming such that normal CP can be enough for a SCS of 120 KHz and 60 KHz for at least the cases of scenarios with large  pre-beamforming delay spread (e.g., an RMS delays spread of 300 nsec is considered a long delay case defined in 3GPP TR 38.900).
Tables 2 and 3 show the RMS delay spread results of NLOS channels for different array sizes at NB, using the CDL-A, B, C models in 3GPP TR 38.900. In the simulations, we assume 20 rays in each cluster with random phases. We apply directional beamforming to the angles of the strongest cluster in power. The pre-beamforming RMS delays for different scenarios are taken from Table 7.7.3-1 in 3GPP TR 38.900. The results in Table 2 and Table 3 indicate that the RMS delay spread can be significantly reduced in millimeter wave systems using directional beamforming. 
	Scenario
	Pre-beamforming
RMS delay (ns)
	Post-beamforming RMS delay (ns)

	
	
	CDL-A model
	CDL-B model
	CDL-C model

	
	
	median
	90% tail
	median
	90% tail
	median
	90% tail

	Very short delay
	10
	0.7
	1.0
	0.7
	1.0
	0.2
	0.5

	Short delay
	30
	2.2
	2.9
	2.2
	2.9
	0.6
	1.5

	Nominal delay
	100
	7.3
	9.7
	7.2
	9.7
	1.9
	5.0

	Long delay
	300
	21.9
	29.1
	21.6
	29.1
	5.6
	14.7

	Very long delay
	1000
	72.9
	97.0
	72.1
	97.1
	18.7
	48.9


Table 2: RMS delay spread for NLOS CDL channel models using 64x4 array at NB.
	Scenario
	Pre-beamforming
RMS delay (ns)
	Post beamforming RMS delay (ns)

	
	
	CDL-A model
	CDL-B model
	CDL-C model

	
	
	median
	90% tail
	median
	90% tail
	median
	90% tail

	Very short delay
	10
	0.7
	1.0
	0.8
	3.5
	0.7
	2.3

	Short delay
	30
	2.2
	3.0
	2.4
	10.5
	2.2
	7.0

	Nominal delay
	100
	7.4
	9.9
	8.1
	35.1
	7.4
	23.4

	Long delay
	300
	22.2
	29.7
	24.3
	105.4
	22.3
	70.1

	Very long delay
	1000
	74.0
	99.1
	81.1
	351.4
	74.3
	233.7


Table 3: RMS delay spread for NLOS CDL channel models using 8x4 array at NB.
Note that a SCS of 60 KHz and 120 KHz have a CP duration of 1.172 usec and 0.586 usec respectively which is significantly higher than the 90% tail cases of the post-beamformed RMS delays spread summarized in the above tables. Note that as described in other contributions [3], even though there could be channel paths that arrive after the CP, this typically could lead to SNR floor only at high geometries, and only if the interference due to excessive delay beyond CP  is significantly more than the remaining effects that degrade the SINR (e.g., phase noise).  
Spectral Efficiency Analysis
To demonstate that actually NCP numerology is enough to handle the post-beamformed channels described above, we are going to do the same spectral efficiency analysis we describe in Section 3 in [3]. For completeness of this contribution, in the next Section we provide a summary of the methodology.
Summary of the analysis
We now summarize the analytical formulas that approximate well the combined effect of inter-carrier interference due to Doppler and the interference due to excessive delay spread beyond CP, and provide an upper bound on the spectral efficiency that a numerology could achieve. More details on these formulas can be found in [1]. Specifically,
· Inter-carrier interference due to Doppler:
,
where  depends on the Doppler profile  = 0.5 for Jakes model,  = 1 for Fd = Carrier Frequency Offset (CFO) ) and .
For multipath scenarios:
· If all multipath components have the same Doppler profile no change is needed in the formula. For HST though that is not the case. 
· Assume L independent multipath components. Then the ICI can be computed as the summation of the ICI introduced by each component () weighted by the power of each one ():



· Interference due to Excessive DS beyond CP:

where the notation can be found in the Appendix and more details in [1].
· Effective average SINR:
.
Note that if there are additional interference due to other reasons, such as phase noise, these need to be added in the above formula as an additional factor in the denominator.
· Spectral Efficiency calculation based on constrained capacity and effective SINR:

where 
·  is a function that calculates the constrained capacity given a maximum QAM modulation, 
·  is a back-off value from the constrained capacity formula,
·  is the ratio of the CP length over the OFDM symbol length (without the CP).
Effective TDL channel of post-beamformed CDL-C
We then find an average normalized power delay profile of a TDL channel that results from a post-beamformed channel for CDL-C channel by applying directional beamforming to the angles of the strongest cluster in power with 
· a 8x4 array at the base station and 4x2 at the UE, 
· and a 32x4 at the base station and 8x2 at the UE. 
The resulting normalized average PDPs are plotted in Figure 2. Note that x-axis in this figure is the normalized delay, i.e., the delay over the RMS delay of the pre-beamformed channel. Even though these PDPs are only an average PDP resulting from directional beamforming to the angles of the strongest cluster in a CDL-C channel, we observe that in both scenarios only few paths have a relative power (e.g., > -30 dB) that could result in any noticeable SINR degradation if they are outside the CP, and that only at large geometries.  Note however that even for pre-beamformed RMS delay spread of 1000 nsec, all these relatively strong paths appear in a window of 500 nsec around the main peak which means that the CP length of 120 KHz NCP can still cover it (CP length is 586 nsec for 120 KHz NCP).
 [image: C:\Users\amanolak\Documents\5G documents\Contributions\87\TDLCDLC1.jpg]       [image: C:\Users\amanolak\Documents\5G documents\Contributions\87\TDLCDLC2.jpg]
1-a								      1-b
Figure 1  Average normalized PDPs of post-beamformed CDL-C channels. Figure 1-a is for 8x4 array at the BS and 4x2 at the UE, and Figure 1-b is for 32x4 at the BS and 8x2 at the UE
Spectral Efficiency comparison
In general, timing errors could potentially lead to excessive delay spread beyond CP even in scenarios where the CP length could nominally cover the delay spread of the channel. For example, in Figure 1, if the FFT window starts too early (or too late), then the main paths might appear outside the CP and would cause interference due to excessive delay spread beyond CP.  However, we do believe that even for 1000 nsec pre-beamformed RMS delay spread, there is enough room for timing error mismatches and still get better performance than ECP. Such an example is shown in Figure 2 where we compare the spectral efficiency of the NCP and LTE ECP numerologies using the methodology described in Section 2.1.1 for 120 KHz SCS for different timing error compared to the optimal FFT window position for the PDPs shown in Figure 1. We observe that for a timing error of at least 175 nsec and 300 nsec in either direction for the PDPs in Figure 1-a and Figure 1-b respectively the performance of a NCP numerology is significantly better than the performance of the LTE ECP numerology. 
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Figure 2  Effect of Timing Error of both NCP and ECP for 120 KHz SCS for the PDPs shown in Figure 1.
 Link-level simulation
To corroborate the analysis shown above, we present link-level numerical results for the average PDPs shown in Figure 1 for pre-BF DS of 1000 nsec for a rank 1 scenario without any pilot overhead.
Simulation parameters are shown in the Table in the Appendix. In summary, the same bandwidth of 89280 KHz is being used for a fair comparison across all four numerologies with a TTI duration of 0.25 msec. Link adaptation with one interlace, 10% transport block error rate (TBLER) target and turbo coding with one codeword and 4 retransmissions is employed. The 1-bit ACK/NAK of each TTI drives the outer loop of the link adaptation where an MCS table with 28 entries up to 64-QAM with rate 0.889 is being used. Note that these results are not fixed MCS, and take into account the CP length overhead (comparing numerologies with different CP overheads in a fixed MCS framework is not representative of the actual performance).
Results without any pilot overhead
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Figure 2  Link-level numerical comparison for the two PDPs shown in Figure 1
Additional considerations
As it was shown in the previous section, as far as spectral efficiency is concerned, introducing an ECP option for either 60 Khz or 120 KHz wastes resources that could be used for data transmission. We now turn our attention to a few other additional  considerations. 
Beam switching time
We believe that beam switching time is of the order of 50-100 nsec, which is already smaller than the timing errors that can be supported for 120 KHz NCP as we described in the previous section. If larger beam transition teams need to be supported, for example of the order of 400 nsec, strong justification and further studies are needed to verify that such numbers are not unrealistically large.
Multipoint transmissions
[bookmark: _GoBack]As far multipoint transmissions are concerned, the framework and the setup has not been agreed yet, and therefore it is not clear whether ECP will be needed in such use cases. Note that even if the timing diference between two TRPs is large, this typically means that their propagation distance is very different and thus also the their path losses. In short, the weaker link will be received with significantly smaller power than that of the stronger link, and therefore its effect on the performance due to excessive delay spread will be small. Similar considerations were made for the HST channel model presented in [3]. Therefore, it is currently not clear whether an ECP will be needed in such cases, and this decision needs to be delayed until at lteast a multipoint framework has been agreed for NR and further studies have been performed.
Above 40 GHz
Figure 3 depicts the EVM performance due to phase noise and inter-symbol interference from delay spread, with different tone spacing. We have assumed carrier frequency of 73 GHz. We assume that most of the phase noise of the link comes from the UE. Our simulation is based on the phase noise model outlined in [2] as a way forward. We assume only the common phase error due to phase noise has been removed. Larger antenna arrays have been assumed than those in <40 GHz simulations, as more antenna elements can be packed due to the smaller wavelength. The larger antenna arrays result in even smaller post-beamforming delay spreads, e.g. an average post-beamforming delay spread of 6 ns and 19 ns for the 100 ns and 300 ns pre-beamforming delay spread cases, respectively. The simulation assumptions are summarized in Table 4 in the Appendix.
Figure 3 shows that for a 73 GHz system, the tone spacing of 240 KHz is preferred for both the normal delay spread (100 ns) and long delay spread (300 ns) cases, as defined in 3GPP TR 38.900. With 240 KHz tone spacing, the NCP length of 300 ns is sufficient for the case of the long delay spread plus 100 ns beam switching time. 
Moreover, using a tone spacing >240 KHz will deteriorate the EVM performance. The 120 KHz tone spacing can also be used for the extreme long delay case in >40 GHz systems with a 3 dB penalty in EVM from phase noise. Such impact of phase noise, however, could potentially be further mitigated with additional reference signals.  
[image: ]
Figure 3  EVM performance with different tone spacing in a 73 GHz system.

Conclusion
[bookmark: _Ref442441852][bookmark: _Ref441562466]Observation 1: No obvious use case for ECP is identified for NR mmWave.
 Proposal 1: NR should support 60/120 kHz SCS NCP for mmWave (6, 40) GHz band
Proposal 2: Additional studies are needed to investigage different options for SCS for the above 40 GHz band. Introducing an ECP option for these scenarios needs more justification.
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Appendix
Link-level Simulation parameters
Table 1 summarizes the main parameters of the link-level simulation scenarios.
	Parameter
	Value

	System Bandwidth
	20.16 MHz

	Number of Digital BS ports
	1

	Number of Digital UE ports
	1

	Channel Estimation
	Genie Channel & Genie noise

	Control Overhead
	No control

	Coding
	3GPP Turbo LTE, with 15 Decoding iterations

	Interleaving
	Freq Tone-interleaver per TTI

	HARQ
	RV: 0,1,2,3

	TTI
	0.5 msec

	Link Adaptation
	Target: 10% TB Error (1 bit ACK/NAK per TTI)

	DMRS pilot pattern
	No DMRS pilots

	Demapper
	MMSE

	MCS Table
	28 entries up to 64-QAM with rate 0.889


 Table 1: Main simulation parameters
Simulation parameters for >40 GHz
Table 2 sumarizes the simulation assumptions for EVM evaluation in Section 2.3.3.
	Bandwidth
	100Mhz

	Power spectrum of phase noise
	Way forward proposal outlined in figure 4 of [2] reduced by 20dB*log10(73Ghz/30Ghz) 

	Subcarrier Spacing 
	60 kHz, 120kHz, 240kHz, 480kHz,960kHz

	Duration of cyclic prefix 
	1.19µs, 0.6µs, 0.3µs, 0.15µs, 0.075µs

	Channel Model
	CDL-B (see 3GPP TR 38.900 V1.0.0 table 7.7.1)

	NB antenna array
	128x4

	UE antenna array 
	16x2


Table 2: Simulation assumptions
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