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Introduction
In RAN1#84bis [1], the following simulation assumptions were agreed for the eMBB scenario: 
	Channel*
	AWGN

	Modulation
	QPSK, 64 QAM

	Coding Scheme
	Turbo
	B-LDPC
	Polar

	Code rate 
	1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9

	Decoding algorithm**
	Max-log-MAP
	min-sum
	List-X

	Info. block length*** (bits w/o CRC)
	100, 400, 1000, 2000, 4000, 6000, 8000 
Optional(12K, 16K, 32K, 64K)


[bookmark: OLE_LINK10]In RAN1#86bis [2], the following simulation assumptions were agreed for the eMBB scenario:
Agreement:
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X
· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account
· The channel coding scheme(s) for URLLC, mMTC and control channels are FFS

In this contribution, we discuss the performance of channel coding schemes for short eMBB data size. 
Description of the evaluate code
The evaluations are mainly performed based on the agreed simulation assumptions in [1]. Following notations are used for convenience:
1.1 Symbol description
: The maximum number of base information bits in the nested family.
: The number of base information bits in the nested family.
 The number of base parity bits used
 The number of shortening bits at final code level
 The number of shortening bits at base graph level
 The number of puncturing bits in the end of the parity bit sequence
z: The Lifting size of base matrix
K: The number of information bits                            N: The number of transmission bits
R: Code rate     S: Scale values for the input of LDPC decoder.
L: The list size of SC list decoding algorithms
1.2 Simulation description
· LDPC codes:
· Evaluation of decoding algorithm
· AWGN channel, 
· QPSK Modulation, 
· Design code rate={1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9}, 
· Information block length(bits) ={400, 1000},
· NMSA decoding algorithm/AMSA decoding algorithm, max iteration number=50.
· Evaluation of performance
· AWGN channel, 
· QPSK/64QAM Modulation, 
· Design code rate = {1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9}, 
· Information block length(bits) ={400, 1000}, 
· ayer AMSA decoding algorithm with 25iterations.
· Turbo codes:
· AWGN channel, 
· LTE-turbo codes, 
· QPSK/64QAM Modulation, 
· Design code rate={1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9}, 
· Information block length(bits) ={400, 1000}, 
· Scaled max-log-map decoding, , max iteration number=8.
· Polar codes:
· AWGN channel, 
· QPSK/64QAM Modulation, 
· Design code rate={1/5, 1/3, 2/5, 1/2, 2/3, 3/4, 5/6, 8/9}, 
· Information block length(bits) ={400, 1000}, 
· SCL decoding algorithm, list size are 8,16 and 32.
[bookmark: OLE_LINK9][bookmark: OLE_LINK11]Evaluation on decoding algorithm
1.3 Min-Sum Decoder for LDPC
In this contribution, the evaluated min-sum decoder for LDPC includes the AMS (adjusted min-sum) decoder and the NMS (normalized min-sum) decoder.
The approximate function of AMS decoder is defined by a piecewise function [3] as follows:

The normalization values for NMS decoder is given in Table 1.
Table 1.Normalization values for Normalized min-sum decoding algorithm.
	Code Rate
	8/9
	5/6
	3/4
	2/3
	1/2
	2/5
	1/3
	1/5

	Normalized value
	13/16
	12/16
	11/16
	11/16
	13/16
	13/16
	10/16
	9/16



The performance comparison of NMS and AMS decoder for LDPC on the eMBB scenario is shown in Figure 1. The LDPC code is based on Qualcomm contribution [4], for the performance evaluation.
[image: ]
Figure 1: The performance comparison of NMS decoder and AMS decoder for LDPC
(QPSK, AWGN, R=1/2-8/9, max Iteration number=50, K=400bits)

The result shows that the performance of LDPC is sensitive to the selection of the decoding algorithm. AMS decoder outperforms NMS in low code rates, but the coding gain decreases as the coding rate increases.
[image: ] [image: ] 
Figure 2: The performance of NMS decoder (left) and AMS decoder (right)for LDPC with different Scaling factors
(QPSK, AWGN, R=1/2, max iteration number=50, K=400bits)

In practical application, the performance of decoder should not depend on the full  knowledge of the radio channel, such as noise variance. We evaluate the performance of  AMS decoder and NMS decoder with the estimation error of different noise variance. In Figure 2, we provide the performance of LDPC codes with different scaling values (denote as S) as the estimation error applied to LLR inputs of LDPC decoder. As shown in Figure 2, the performance of AMS decoder is degraded by the estimation error of  noise variance.  The performance of  NMS decoder is not sensitive to the channel.
Observation 1: Adjust min-sum algorithm is sensitive to the imperfect channel estimation.  The Adjust min-sum algorithm is not a robust LDPC decoder for fast varying fading channel.  .
1.4 SC-List decoder for Polar
The PC-Polar code in [5] is used for the performance evaluation in this contribution. According to  [5], a new type SCL decoding algorithm applies to the PC polar code  with  self-parity-check function in place of  CRC-aided decoding function. In order to evaluate the Polar code performance with  different complexity and latency of SCL decoding, the PC polar decoders with  list size of 8, 16 and 32 are selected in the evaluation.   
[image: ][image: ]
Figure 3: The performance of SC list decoder for Polar codes with different list sizes, QPSK (left) /64QAM (right) modulation and K=400bits.
As shown in Figure 3, the polar code with SCL decoder achieves good performance at K=400 bits.  The polar SCL decoder with list size L= 8, 16 and 32, have similar  performance  at K=400bits.

Observation 2: The polar SCL decoder with list size L= 8, 16 and 32, have similar  performance  at K=400bits.
Evaluation on Performance

1.5 Performance comparison of LDPC and Polar with low complexity decoder
· K=400 bits
[image: ][image: ]

(QPSK)                                                                                (64QAM)

Figure 4: The performance of Polar, Turbo and LDPC with K=400, R=1/5, 1/2, 8/9 and QPSK/64QAM modulation.


· K=1000 bits
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Figure 5: The performance of Polar, Turbo and LDPC with K=1000, R=1/5, 1/2, 8/9 and QPSK/64QAM modulation.

We compare  the Polar SCL decoder with L=8 and the normalized min-sum LDPC decoder as the  low complexity decoding algorithms.  . The performance comparisons of LDPC, Polar, and Turbo codes are based on the following decoding algorithms,

· LDPC code with normalized min-sum decoding and 50 iterations, 
· Polar code with list decoding and list size L=8 
· Turbo codes with scaled max-log-map decoding with maximum 8 iterations.

The performance results of the Polar, LDPC and Turbo codes are shown in Figures 4 and5.  From Figures 4 and 5, we can see that Polar code with list size L=8 outperforms both Turbo code with scaled max-log-map decoding and LDPC codes with NMSA decoding in both K=400 and 1000 bits.  s. The performance gain of the polar codes over the LDPC codes increases as the coding rate decreases, which is about from 0.1dB to 0.5dB.

Observation 3: Polar codes with list size L=8 outperform LDPC codes with normalized min-sum decoding and LTE-turbo codes with scaled max-log-map decoding at all the evaluated block sizes.

1.6 Performance comparison of LDPC and Polar with high complexity decoder
· K=400 bits
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Figure 6: Performance comparison of Polar (L=32), LDPC (AMSA) and Turbo with K=400bits, R=1/5~8/9.


· K=1000 bits
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(QPSK)                                                                                (64QAM)
Figure 7: Performance comparison of Polar and LDPC with K=1000bits, R=1/5~8/9.

The adjust min-sum LDPC decoder with higher complexity shows better performance than the normalized min-sum LDPC decoder in AWGN channel.   For the performance comparisons of high complexity decoders of LDPC and Polar codes, LDPC code with AMSA decoding algorithm and Polar code with list decoding algorithm with size L=32 are selected.  . I  In Figure 6, for K=400bits, Polar codes with SCL (L=32) decoder outperforms LDPC with 25 iterations layer AMSA decoder at all coding rates.  Figure 7 shows the performance of LDPC and polar codes with K=1000 bits and QPSK/64QAM modulation.  We can see that the LDPC code with adjust min-sum decoding algorithm has the edge in the performance over the Polar code at the low code rates .  Polar code outperforms the LDPC code at high code rates. 
Observation 4: At K=400 bits, Polar codes with list size L=32 have better performance than LDPC codes with adjust min-sum decoding at all the coding rates.
Observation 5: At K=1000bits, the performance of Polar and LDPC code is comparable with high complexity decoders.

1.7 Evaluation on HARQ-IR



Figure 8: HARQ-IR scheme of LDPC codes


We evaluate the HARQ schemes of LDPC codes and Polar codes. The HARQ scheme of the  polar code is based on the proposed incremental redundancy scheme in  [6].  

(1) The proposed HARQ scheme of LDPC code with maximum 4 retransmissions is illustrated in Figure 8 and detailed as follows. In the first transmission, the block of length N is transmitted. The length of the information bits is K, and the code rate is R;
(2) In the second transmission, new parity bits of length N are generated and transmitted in the channel. At this time, the effective code rate is R/2;
(3) In the third transmission, another new parity bits of length N are generated and transmitted in the channel. At this time, the effective code rate is R/3;
(4) In the fourth transmission, the last new parity bits of length N are generated and transmitted in the channel. At this time, the effective code rate is R/4.

[image: ][image: ]
[bookmark: OLE_LINK1][bookmark: OLE_LINK2]Figure 9: Performance of Polar and LDPC HARQ schemes with K=256, 1st Tx code rate R=1/3(left), and R=2/3(right).
In the evaluation, the LDPC NMS decoder with maximum iterations number=30 and the Polar SCL decoder with list size L=32 are selected. In figure 9, , the required Es/N0 of the Polar code outperform the LDPC code in all four transmission at the BLER of 10-2. Although LDPC code might have better HARQ performance with high complexity decoder to level up with that of the Polar code,  we can see that the HARQ scheme of the Polar codes performs well with robustness to different code rate.  
Observation 6: The HARQ scheme of the Polar codes performs well with robustness to different code rate.
Based on our evaluation results Polar codes have better performance than those of LDPC and LTE-turbo codes at short block size. We propose that polar code is adopted as the coding scheme for eMBB with small data size.
Proposal 1: We propose that polar code is adopted as the coding scheme for eMBB with small data size.

Conclusions
In this contribution, we provide the evaluation on channel coding candidates with short block sizes for eMBB.
· Observation 1: Adjust min-sum algorithm is sensitive to the imperfect channel estimation.  The Adjust min-sum algorithm  is not a robust LDPC decoder for fast varying fading channel.  .
· Observation 2: With list size L=8, 16, and 32, polar codes perform similar.
· Observation 3: Polar codes with list size L=8 outperform LDPC codes with normalized min-sum decoding and LTE-turbo codes with scaled max-log-map decoding at all the evaluated coding rates and block sizes.
· Observation 4: At K=400 bits, Polar codes with list size L=32 have better performance than LDPC codes with adjust min-sum decoding at all the coding rates.
· Observation 5: At K=1000bits, the performance of Polar and LDPC code is comparable with high complexity decoders.
· Observation 6: The HARQ scheme of the Polar codes performs well with robustness to different code rate
· Proposal 1: We propose that polar code is adopted as the coding scheme for eMBB with small data size. 

References
[1] Chairman’s notes, 3GPP TSG RAN WG1 #84bis meeting.
[2] Chairman’s notes, 3GPP TSG RAN WG1 #86bis meeting.
[3] C. Jones, E.Valles,M. Smith, and J. Villasenor, ``Approximate-Min* Constraint Node Updating for LDPC Code Decoding’’, MILCOM, 2003.
[4] R1-1610137, “LDPC rate compatible design overview”, Qualcomm.
[5] R1-1608862, “Polar Code Construction for NR”, Huawei, HiSilicon.
[6] R1-1611255, “HARQ scheme for polar codes”, Huawei, HiSilicon. 





7

image4.emf
0 0.5 1 1.5 2 2.5

10

-3

10

-2

10

-1

10

0

Es/N0 (dB)

BLER 

 

 

AMSA,S=0.769

AMSA,S=0.625

AMSA,S=1

AMSA,S=1.3

AMSA,S=1.6


image5.emf
Es/N0 (dB)

-4 -2 0 2 4 6 8 10 12

B

L

E

R

 

10

-2

10

-1

10

0

list=32,R=1/5

list=16,R=1/5

list=8,R=1/5

list=32,R=1/3

list=16,R=1/3

list=8,R=1/3

list=32,R=2/5

list=16,R=2/5

list=8,R=2/5

list=32,R=1/2

list=16,R=1/2

list=8,R=1/2

list=32,R=2/3

list=16,R=2/3

list=8,R=2/3

list=32,R=3/4

list=16,R=3/4

list=8,R=3/4

list=32,R=5/6

list=16,R=5/6

list=8,R=5/6

list=32,R=8/9

list=16,R=8/9

list=8,R=8/9


image6.emf
Es/N0 (dB)

0 5 10 15 20

B

L

E

R

 

10

-2

10

-1

10

0

list=32,R=1/5

list=16,R=1/5

list=8,R=1/5

list=32,R=1/3

list=16,R=1/3

list=8,R=1/3

list=32,R=2/5

list=16,R=2/5

list=8,R=2/5

list=32,R=1/2

list=16,R=1/2

list=8,R=1/2

list=32,R=2/3

list=16,R=2/3

list=8,R=2/3

list=32,R=3/4

list=16,R=3/4

list=8,R=3/4

list=32,R=5/6

list=16,R=5/6

list=8,R=5/6

list=32,R=8/9

list=16,R=8/9

list=8,R=8/9


image7.emf
Es/N0 (dB)

-4 -2 0 2 4 6 8 10 12

B

L

E

R

 

10

-2

10

-1

10

0

Polar,R=1/5

LDPC,R=1/5

Turbo,R=1/5

Polar,R=1/2

LDPC,R=1/2

Turbo,R=1/2

Polar,R=8/9

LDPC,R=8/9

Turbo,R=8/9


image8.emf
Es/N0 (dB)

5 10 15 20 25

B

L

E

R

 

10

-2

10

-1

10

0

Polar,R=1/5

LDPC,R=1/5

Turbo,R=1/5

Polar,R=1/2

LDPC,R=1/2

Turbo,R=1/2

Polar,R=8/9

LDPC,R=8/9

Turbo,R=8/9


image9.emf
Es/N0 (dB)

-4 -2 0 2 4 6 8 10 12

B

L

E

R

 

10

-2

10

-1

10

0

Polar,R=1/5

LDPC,R=1/5

Turbo,R=1/5

Polar,R=1/2

LDPC,R=1/2

Turbo, R=1/2

Polar,R=8/9

LDPC,R=8/9

Turbo, R=8/9


image10.emf
Es/N0 (dB)

5 10 15 20 25

B

L

E

R

 

10

-2

10

-1

10

0

Polar,R=1/5

LDPC,R=1/5

Turbo,R=1/5

Polar,R=1/2

LDPC,R=1/2

Turbo, R=1/2

Polar,R=8/9

LDPC,R=8/9

Turbo, R=8/9


image11.emf
Es/N0 (dB)

-4 -2 0 2 4 6 8 10 12

B

L

E

R

 

10

-2

10

-1

10

0

Polar,SCL,R=1/5,List=8

LDPC,NMSA,R=1/5,Iter=50

Turbo,R=1/5,Iter=8

Polar,SCL,R=1/3,List=8

LDPC,NMSA,R=1/3,Iter=50

Turbo,R=1/3,Iter=8

Polar,SCL,R=2/5,List=8

LDPC,NMSA,R=2/5,Iter=50

Turbo,R=2/5,Iter=8

Polar,SCL,R=1/2,List=8

LDPC,NMSA,R=1/2,Iter=50

Turbo,R=1/2,Iter=8

Polar,SCL,R=2/3,List=8

LDPC,NMSA,R=2/3,Iter=50

Turbo,R=2/3,Iter=8

Polar,SCL,R=3/4,List=8

LDPC,NMSA,R=3/4,Iter=50

Turbo,R=3/4,Iter=8

Polar,SCL,R=5/6,List=8

LDPC,NMSA,R=5/6,Iter=50

Turbo,R=5/6,Iter=8

Polar,SCL,R=8/9,List=8

LDPC,NMSA,R=8/9,Iter=50

Turbo,R=8/9,Iter=8


image12.emf
Es/N0 (dB)

5 10 15 20 25

B

L

E

R

 

10

-2

10

-1

10

0

Polar,SCL,R=1/5,List=8

LDPC,NMSA,R=1/5,Iter=50

Turbo,R=1/5,Iter=8

Polar,SCL,R=1/3,List=8

LDPC,NMSA,R=1/3,Iter=50

Turbo,R=1/3,Iter=8

Polar,SCL,R=2/5,List=8

LDPC,NMSA,R=2/5,Iter=50

Turbo,R=2/5,Iter=8

Polar,SCL,R=1/2,List=8

LDPC,NMSA,R=1/2,Iter=50

Turbo,R=1/2,Iter=8

Polar,SCL,R=2/3,List=8

LDPC,NMSA,R=2/3,Iter=50

Turbo,R=2/3,Iter=8

Polar,SCL,R=3/4,List=8

LDPC,NMSA,R=3/4,Iter=50

Turbo,R=3/4,Iter=8

Polar,SCL,R=5/6,List=8

LDPC,NMSA,R=5/6,Iter=50

Turbo,R=5/6,Iter=8

Polar,SCL,R=8/9,List=8

LDPC,NMSA,R=8/9,Iter=50

Turbo,R=8/9,Iter=8


image13.emf
Es/N0 (dB)

-4 -2 0 2 4 6 8 10 12

B

L

E

R

 

10

-2

10

-1

10

0

Polar,SCL,R=1/5,List=8

LDPC,NMSA,R=1/5,Iter=50

Turbo, R=1/5,Iter=8

Polar,SCL,R=1/3,List=8

LDPC,NMSA,R=1/3,Iter=50

Turbo, R=1/3,Iter=8

Polar,SCL,R=2/5,List=8

LDPC,NMSA,R=2/5,Iter=50

Turbo, R=2/5,Iter=8

Polar,SCL,R=1/2,List=8

LDPC,NMSA,R=1/2,Iter=50

Turbo, R=1/2,Iter=8

Polar,SCL,R=2/3,List=8

LDPC,NMSA,R=2/3,Iter=50

Turbo, R=2/3,Iter=8

Polar,SCL,R=3/4,List=8

LDPC,NMSA,R=3/4,Iter=50

Turbo, R=3/4,Iter=8

Polar,SCL,R=5/6,List=8

LDPC,NMSA,R=5/6,Iter=50

Turbo, R=5/6,Iter=8

Polar,SCL,R=8/9,List=8

LDPC,NMSA,R=8/9,Iter=50

Turbo, R=8/9,Iter=8


image14.emf
Es/N0 (dB)

5 10 15 20 25

B

L

E

R

 

10

-2

10

-1

10

0

Polar,SCL,R=1/5,List=8

LDPC,NMSA,R=1/5,Iter=50

Turbo, R=1/5,Iter=8

Polar,SCL,R=1/3,List=8

LDPC,NMSA,R=1/3,Iter=50

Turbo, R=1/3,Iter=8

Polar,SCL,R=2/5,List=8

LDPC,NMSA,R=2/5,Iter=50

Turbo, R=2/5,Iter=8

Polar,SCL,R=1/2,List=8

LDPC,NMSA,R=1/2,Iter=50

Turbo, R=1/2,Iter=8

Polar,SCL,R=2/3,List=8

LDPC,NMSA,R=2/3,Iter=50

Turbo, R=2/3,Iter=8

Polar,SCL,R=3/4,List=8

LDPC,NMSA,R=3/4,Iter=50

Turbo, R=3/4,Iter=8

Polar,SCL,R=5/6,List=8

LDPC,NMSA,R=5/6,Iter=50

Turbo, R=5/6,Iter=8

Polar,SCL,R=8/9,List=8

LDPC,NMSA,R=8/9,Iter=50

Turbo, R=8/9,Iter=8


image15.emf
1st TX

2 nd TX

3 rd TX

4 th TX


oleObject1.bin
文本�

�

1st TX�

�

2 nd TX�

�

3 rd TX�

�

4 th TX�


image16.emf
-10 -8 -6 -4 -2 0 2

10

-3

10

-2

10

-1

10

0

Es/N0(dB)

BLER

HARQ K=256 QPSK R=1/3

 

 

Polar 1Tx BLER

Polar 2Tx BLER

Polar 3Tx BLER

Polar 4Tx BLER

LDPC 1Tx BLER

LDPC 2Tx BLER

LDPC 3Tx BLER

LDPC 4Tx BLER


image17.emf
-6 -4 -2 0 2 4 6

10

-3

10

-2

10

-1

10

0

Es/N0(dB)

BLER

HARQ K=256 QPSK R=2/3

 

 

Polar 1Tx BLER

Polar 2Tx BLER

Polar 3Tx BLER

Polar 4Tx BLER

LDPC 1Tx BLER

LDPC 2Tx BLER

LDPC 3Tx BLER

LDPC 4Tx BLER


image2.emf
-5 0 5 10

10

-3

10

-2

10

-1

10

0

Es/N0 (dB)

BLER 

 

 

NMSA,R=1/5

AMSA,R=1/5

NMSA,R=1/5

AMSA,R=1/3

NMSA,R=2/5

AMSA,R=2/5

NMSA,R=1/2

AMSA,R=1/2

NMSA,R=2/3

AMSA,R=2/3

NMSA,R=3/4

AMSA,R=3/4

NMSA,R=5/6

AMSA,R=5/6

NMSA,R=8/9

AMSA,R=8/9


image3.emf
0 0.5 1 1.5 2 2.5 3

10

-3

10

-2

10

-1

10

0

Es/N0 (dB)

BLER 

 

 

NMSA,S=1

NMSA,S=0.2

NMSA,S=0.625

NMSA,S=0.769

NMSA,S=1.3

NMSA,S=1.6

NMSA,S=10


