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1 Introduction
In RAN1#86bis, several companies have provided their schemes for grant-free scheduling [1]. It is observed that UL grant-free transmission can provide benefits of signaling overhead reduction and latency reduction, as well as battery energy saving. UL grant-free transmission can be tolerant to resource collision, according to at least the link-level and system-level simulation results. In this contribution, we show our system-level simulation results on latency reduction of grant-free scheduling for eMBB. 
2 Simulation assumptions for UL grant free for eMBB
During the downlink transmission, after TCP packet decoding, UE will send a scheduling request (SR) to gNB requesting an UL grant to send a TCP_ACK for UL grant-based transmission. Then, the UE waits for an UL grant corresponding to the SR. After receiving and decoding the UL grant, the UE can transmit TPC_ACK. The delay incurred before transmitting a TCP ACK is one of the main contributing factors to the User Plane latency, which will affect the system throughput. It is proposed that grant-free transmission is used for TPC_ACK feedback. Moreover, TCP_ACK packet size is only 360 bits (40 bytes TCPv6 Header and 5 bytes payload). Grant-free scheme is preferred to reduce the signaling overhead for the small size packet.
For grant-based scheduling, the TCP_ACK delay includes average waiting time for SR, time for UE sending SR, time for SR decoding, time for scheduling grant generation and transmission, time for UE processing delay, time for UL data transmission, and time for data decoding in gNB, which is assumed as 10 TTIs in the simulation. For grant free transmissions, TCP_ACK delay includes the time for UE processing delay and UL data transmission, and time for data decoding in gNB assumed as 4 TTIs. The detailed components of TCP_ACK delay is shown in Table 1.


Table 1: Transmission latency components of a TCP_ACK
	Component
	Description for grant-based scheduling
	Description for grant free transmission

	1
	Average waiting time for SR (5ms SR period/1 ms SR period)
	N/A

	2
	UE sends Scheduling Request
	N/A

	3
	gNB decodes SR and generates the Scheduling Grant
	N/A

	4
	Transmission of Scheduling Grant
	N/A

	5
	UE Processing Delay (decoding of scheduling grant + L1 encoding of UL data)
	UE Processing Delay (decoding of scheduling grant + L1 encoding of UL data)

	6
	Transmission of UL data
	Transmission of UL data

	7
	Data decoding in gNB
	Data decoding in gNB


Control overhead constraint is proposed in [2]. In our simulation, scheduling restriction (e.g., number of scheduled UEs per TTI in FDM) should be imposed based on the reported control overhead. The maximum number of users that can be scheduled per TTI is restricted by the reserved number of CCE resources.  The CCE allocation per UE is adapted to the DL channel between the gNB and the UE. Furthermore, as some CCEs need to be reserved for grant-based uplink transmission, the maximum number of scheduled users in a TTI is much less than the number of CCEs in a TTI.
In our evaluation, an abstracted TCP Reno model is constructed as below:
· Number of TCP packets is doubled after each TCP_ACK
· Number of TCP packets is halved after each TCP_NACK
· 1500 bytes TCP packet = 1460 bytes data + 40 bytes TCP/IP header
· TCP ACK error: 1% when transmitted on PUSCH
· TCP packet timeout: The duration for TCP packet timeout is scaled down  if TCP packet is received in time, otherwise the duration equals to 100 TTI
3 Simulation results
The detailed simulation parameters are listed in the Appendix.  The simulation results are shown in Table 2.
Table 2: System evaluation results for 100kbits file size（Low load RU range 10%~25%）
	Reported

parameters
	14 OFDMA symbols
	7 OFDMA symbols
	2 OFDMA symbols

	
	Grant-based 
	Grant free
	Grant-based
	Grant free
	Grant-based
	Grant free

	DL:
	5%
	2.039
	3.027
	2.658
	3.442
	3.478
	4.314

	UPT
	50%
	2.775
	5.547
	4.643
	7.996
	8.409
	12.225

	CDF
	95%
	3.223
	7.676
	6.229
	14.180
	13.929
	24.775

	[Mbps]
	Mean
	2.736
	5.558
	4.575
	8.145
	8.546
	13.037

	DL:
	5%
	0.031
	0.013
	0.016
	0.0071
	0.0072
	0.004

	Delay
	50%
	0.036
	0.018
	0.022
	0.0126
	0.0118
	0.0082

	CDF
	95%
	0.049
	0.033
	0.037
	0.0286
	0.0280
	0.023

	[s]
	Mean
	0.037
	0.0197
	0.023
	0.0146
	0.0139
	0.0102

	RU
	18.19%
	19.43%
	15.51%
	16.3%
	12.54%
	13.24%


For convenience of observation, the user perceived throughputs given in the table above are depicted in the figure below:
[image: image1.png]O N WA U N ®O

UPT of 14 OFDM Symbols (Mbps)

5%

50% 95% Mean

M grant based

M grant free




[image: image2.png]16
14
12
10

oN & 0 ®

UPT of 7 OFDM Symbols (Mbps)

5%

50% 95% Mean

M grant based

M grant free




[image: image3.png]30

UPT of 2 OFDM Symbols (Mbps)

25

20

i

10

5%

50% 95% Mean

M grant based

M grant free





Figure 1 User perceived throughput for 100kbits file size
In the simulation results shown in Table 2, the resource utilization of the grant-free scheme is higher than that of the grant-based scheme. The reason for this comes from the FTP model 2 traffic model, which is shown in Figure 2
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Figure 2 Traffic generation of FTP Model 2

The reading time D is the time interval between the end of a previous file download and the user request for the next file. The mean reading time D is the same for grant-based scheduling and grant free scheme. The reduction of TCP ACK delay will reduce packet delay time C in Figure 2. On the condition that the mean reading time D is the same, the reduction of packet delay time will make more packets to be transmitted in unit time, then the resource utilization is increased. 
From the simulation result, the following can be observed for grant free transmission for eMBB scenario:
· The average throughput gain of grant free scheme is significant for small file size, 103.14% for 14 OFDM symbol TTI , 78.03% for 7 OFDM symbol TTI and 52.55% for 2 OFDM symbol TTI.
· The throughput gain of grant free scheme is larger for cell center users than cell edge users. For the cell edge users, the throughput gain of the grant free scheme over grant-based scheduling is 48.46% for 14 OFDM symbol TTI, 29.5% for 7 OFDM symbol TTI and 24.03% for 2 OFDM symbol TTI. For the cell center users, the throughput gain of the grant free scheme over grant-based scheduling is 138.16% for 14 OFDM symbol TTI, 127.64% for 7 OFDM symbol TTI and 77.87% for 2 OFDM symbol TTI.
· For both normal TTI and short TTI, there are throughput gains. The grant-free scheme is more beneficial for the larger TTI because there is more room for improvement on TCP ACK delay. 14 OFDM symbol TTI and 7 OFDM symbol TTI are the typical configurations for eMBB, with the average throughput gain 103.14% and 78.03% respectively. So grant free transmission can improve the throughput effectively for eMBB scenario.
In our simulation, the collision isn’t modeled. The statistics of scheduled number of users per TTI with 14 symbol TTI length for grant-free scheme are given in Table 3. It is shown in low load scenario that 94.18% of all cases are with only 1 UE scheduled, which means that there is no collision.
Table 3 Statistics of scheduled user number and collision analysis
	Scheduled Number of Users per TTI
	Statistics

	1
	94.18%

	2
	5.66%

	3
	0.17%


The probability of more than 1 scheduled user per TTI is only 5.83% for low load. The ratio of collision cases is even lower, e.g. if two users are scheduled in a TTI, they may select different frequency resources for TCP_ACK transmission and no collision happens. Compared with the average throughput gain, 103.14%, of that case, the collision probability is much less. 
4 Conclusion
In this contribution, we show our system-level simulation results for grant-free transmission. It is observed that a grant free scheme offers significant gains over a grant-based scheme for small file sizes. Throughput gains can be observed for different lengths of TTIs, with larger gains observed for 14 and 7 OFDM symbol TTI, which are the typical configuration for eMBB scenario.
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6 Appendix
	Parameter 
	Assumptions 

	Layout 
	7 Macro gNBs, 3 sectors per site;

	System bandwidth per carrier 
	10MHz 

	Carrier frequency 
	2GHz 

	Inter-site distance 
	500m 

	Total BS TX power (Ptotal per carrier) 
	46dBm 

	TTI length 
	2/7/14 symbols

	RS and control signaling overhead 
	As given in section 2 

	TBS determination 
	Scalable with TTI length

	HARQ RTT 
	Scalable with TTI length

	Scheduler 
	Proportional fairness 

	Distance-dependent path loss 
	ITU UMa[referring to Table B.1.2.1-1 in TR36.814], with 3D distance between an gNB and a UE 

	Penetration 
	For outdoor UEs:0dB 

	
	For indoor UEs: 20dB+0.5din (din: independent uniform random value between [ 0, min(25,d) ] for each link) 

	Shadowing 
	ITU UMa according to Table A.1-1 of 36.819 with 3D distance for shadowing correlation distance 

	Antenna pattern 
	3D, referring to TR36.819 

	Antenna Height: 
	25m 

	UE antenna Height 
	1.5m 

	Antenna gain + connector loss 
	17 dBi 

	Antenna gain of UE 
	0 dBi 

	Fast fading channel between gNB and UE 
	ITU UMa according to Table A.1-1 of 36.819 

	Antenna configuration 
	2Tx(gNB), 2Rx(UE), Cross-polarized 

	Number of UEs 
	10 UEs per macro cell 

	UE dropping 
	Randomly and uniformly dropped throughout the macro geographical area. 20% UEs are outdoor and 80% UEs are indoor. 

	Traffic model 
	FTP model 2
File size [100kbits, 500kB] 

	CSI report period 
	5 TTIs between two consecutive reports 

	TCP models
	TCP Reno model (RFC 2581)
 - SSThresh 65535 Bytes
 - Initial window size 1460 Bytes
 - Max segment size 1460 Bytes
40 Bytes TCP header are added to the initial window size and max segment size
The three way handshake is not modeled as baseline.
TCP ACK feedback modeling is provided by the companies 

	UE receiver
	MMSE-IRC 

	gNB noise figure 
	5dB 

	UE noise figure
	9dB

	UE speed
	3km/h 

	Duplex mode 
	FDD

	Network synchronization
	Synchronized

	Core, transport and internet network delay
	0ms 

	Performance metrics
	Mean, 5%, 50% and 95% user perceived throughput
Mean, 5%, 50% and 95% user packet delay
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