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Introduction
In RAN1#86bis, the following agreements on channel coding schemes for eMBB data were reached [1]: 
Agreement:
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X
· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X
· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)
· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account

In this contribution, we compare the performance of LDPC codes, Tail-Biting Turbo Codes and Polar codes for short block lengths up to information block size 1000. The LDPC codes considered here are the codes proposed by Ericsson in [2]. An enhancement of the LTE Turbo codes with tail-biting encoding instead of trellis termination is described in [3]. We compare the performance of LDPC and Arikan’s Polar codes to these Tail-Biting Turbo Codes (TBTC). 
The emphasis here is on examining the impact of CRC bits to the code performance, when CRC bits are attached to the information block before encoding. 

Inherent Error Detection Capability of LDPC Codes
In LTE 24 CRC bits are attached to the transport blocks when the transport block sizes are smaller than or equal to 6144 bits.  The TB-level CRC bits are used to detect data channel (e.g., PDSCH and PUSCH) TB decoding error before a TB is delivered to the upper layer.
When comparing the performance of LDPC codes to other coding schemes, the inherent error detection capability of LDPC codes should be taken into account. In this contribution we assume that coding schemes without inherent error detection capability need to use 24 CRC bits to achieve a low enough probability of false alarm for eMBB data, as in LTE. To compare LDPC codes and other coding schemes in a fair way, we analyze the number of CRC bits that is needed for LDPC codes to achieve the same or a lower probability of false alarm as other coding schemes achieve with 24 CRC bits.
False Alarm Scenario #1. 
The probability of false alarm is obtained under the assumption that a random bitstream is received by the UE. This could for example be the case when the UE is severely hit by interference from a neighboring eNB. Another scenario is that the DCI is incorrectly passed, and the UE attempts to receive a PDSCH while there is no PDSCH sent to it. A false alarm occurs when the UE decodes to a valid codeword which also passes the CRC check. 
To find the number of CRC bits that must be used with LDPC codes, we have considered the cases where the inherent error detection capability of the LDPC code is weakest, both in terms of SNR, block length and code rate. Since error detection is performed by the check nodes, it is obvious that it is the highest code rate with few check nodes that is the weakest spot. We consider high code rates and focus on short block lengths where error correction is weakest. The highest probability of false alarm is found at medium SNRs, due to the behavior of the LDPC decoder, and therefore we simulate for a range of SNRs to find the weakest spot.The probability of false alarm for an information block length of k=100, R=2/3 and QPSK is shown in Figure 1. The results show that there is a large difference in probability of false alarm between the different LDPC decoders. The sum-product algorithm gives a very low probability of false alarm for both low and high Es/N0, with a peak for medium Es/N0. The normalized min-sum algorithm on the other hand gives a probability of false alarm that does not vary with Es/N0 to the same extent. Another example of probability of false alarm is shown in Figure 2, where an information block length of 400 bits and a code rate of 8/9 is considered. 
The probability of false alarm of the different coding schemes is easily compared if we make use of the estimate of the error detection capability of CRC codes

Coding schemes without inherent error detection capability and 24 CRC bits will have a probability of false alarm of around 2-24 = 6*10-8. For LDPC codes with normalized min-sum decoding, the inherent error detection and the error detection achieved with only 13 CRC bits are combined to give

The number 0.0004 is selected as the maximum probability of false alarm for LDPC codes with normalized min-sum decoding, based on Figure 1 and Figure 2.  
False Alarm Scenario #2. 
We also investigate the false alarm rate of LDPC codes under the assumption that a codeword is indeed transmitted to the target UE. In this case we declare a false alarm if the codeword is decoded incorrectly to another codeword, i.e. there is a decoding error, but the decoded sequence still satisfies the parity check equation of the LDPC code. For this scenario, the false alarm rate increases to 1 with increasing SNR as shown in Figure 3. In this scenario, LDPC codes require the same number of CRC bits as other codes to achieve the same false alarm rate. 

[image: ]
Figure 1	The probability of false alarm for 100 information bits and code rate 2/3, under the assumption that a random bitstream is received.
[image: ]
[bookmark: _Ref465687663]Figure 2	The probability of false alarm for 400 information bits and code rate 8/9, under the assumption that a random bitstream is received.
[image: ]
[bookmark: _Ref466127806]Figure 3	The probability of false alarm for 400 information bits and code rate 8/9, under the assumption that a noisy codeword is received.


Based on the above discussion, we evaluate LDPC codes with both 13 and 24 additional CRC bits, while TBTC and Polar codes are only evaluated with 24 additional CRC bits.

BLER Performance Comparison
According to the agreed simulation assumptions for eMBB channel coding evaluations, we have evaluated the BLER performance of the given block lengths and code rates. The agreement states information block lengths without CRC, so nCRC CRC bits have been added to the information block that the encoder/decoder see.  
· For LDPC code, two values of nCRC are tested: (a) nCRC = 13 and (b) nCRC = 24. They serve as useful reference numbers for the study. It is to be studied further exactly what is the fair value of nCRC should be;
· Correspondingly, nCRC = 24 CRC bits have been added to the information block that the TBTC and Polar encoder/decoder see.
When calculating the code rate, the CRC bits should be counted as additional parity bits, not seen as information bits. This gives an increased code rate seen by the LDPC/TBCC decoder which is given by

The evaluated coding schemes, block lengths and code rates are summarized in Table 1.
[bookmark: _Ref466127761]Table 1  Parameters of the evaluated coding schemes
	Coding scheme
	nCRC
	kinfo
	kdecoder
	Rinfo
	Rdecoder

	LDPC
	13
	100
	113
	1/2
	0.565

	
	
	
	
	2/3
	0.753

	
	
	400
	413
	1/2
	0.516

	
	
	
	
	2/3
	0.688

	
	
	
	
	3/4
	0.774

	
	
	
	
	5/6
	0.860

	
	
	
	
	8/9
	0.918

	
	
	1000
	1013
	1/2
	0.507

	
	
	
	
	2/3
	0.675

	
	
	
	
	3/4
	0.760

	
	
	
	
	5/6
	0.844

	
	
	
	
	8/9
	0.900

	TBTC/Polar/LDPC
	24
	100
	124
	1/2
	0.620

	
	
	
	
	2/3
	0.827

	
	
	
	
	3/4
	0.930

	
	
	400
	424
	1/2
	0.53

	
	
	
	
	2/3
	0.707

	
	
	
	
	3/4
	0.795

	
	
	
	
	5/6
	0.883

	
	
	
	
	8/9
	0.942

	
	
	1000
	1024
	1/2
	0.512

	
	
	
	
	2/3
	0.683

	
	
	
	
	3/4
	0.768

	
	
	
	
	5/6
	0.853

	
	
	
	
	8/9
	0.910



In this contribution we compare the LDPC performance with the normalized min-sum (NMS) decoder and 30 decoding iterations to the performance of the tail-biting turbo codes (TBTC) and Polar codes. A reference to the base graph used for the LDPC codes is also given in the legend.
The performance comparison is shown for different block lengths in Figure 2  through Figure 4.
[image: ]
[bookmark: _Ref463039831]Figure 4	Performance comparison of (a) LDPC with 13 CRC bits; (b) TBTC with 24 CRC bits; (c) Polar with 24 CRC bits. Information block length = 100 bits.
[image: ]
Figure 5	Performance comparison of (a) LDPC with 13 CRC bits; (b) TBTC with 24 CRC bits; (c) Polar with 24 CRC bits. Information block length = 400 bits.
[image: ]
[bookmark: _Ref463039835]Figure 6	Performance comparison of (a) LDPC with 13 CRC bits; (b) TBTC with 24 CRC bits; (c) Polar with 24 CRC bits. Information block length = 1000 bits.
Conclusion
[bookmark: _GoBack]In this contribution, we have the studied the impact of CRC bits to the code performance.  Further study is needed to identify the proper number of CRC bits to attach to a code block, without degrading the error detection capability at the code block level and transport block level.
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