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1 Introduction
At the 3GPP TSG RAN1 #86bis meeting, the following agreement has been achieved [1]:
· The channel coding scheme for eMBB data is LDPC, at least for information block size > X

· FFS until RAN1#87 one of Polar, LDPC, Turbo is supported for information block size of eMBB data <= X

· The selection will focus on all categories of observation, including overall implementation complexity, regardless of the number of coding schemes in the resulting solution (except if other factors are generally roughly equal)

· The value of X is FFS until RAN1#87, 128 <= X <= 1024 bits, taking complexity into account

· The channel coding scheme(s) for URLLC, mMTC and control channels are FFS.

In this contribution, considerations of coding schemes for eMBB short block length are presented.
2 5G requirement for channel coding and modulation
3GPP has just finished a study item of “Scenarios and Requirements for Next Generation Access Technologies” [2]. In the technical report several channel coding related KPIs have been proposed, include:

· the target for peak data rate should be 20 Gbps for downlink and 10 Gbps for uplink

· the target for peak spectral efficiency should be 30 bps/Hz for downlink and 15 bps/Hz for uplink
· for URLLC the target for user plane latency should be 0.5 ms for UL, and 0.5 ms for DL,
· the target for reliability should be 1-10-5 within 1 ms,
· the target for UE battery life should be [15 years].
The KPIs are supposed to meet the various requirements of families of usage scenarios for IMT 2020 and beyond. The major scenarios are eMBB (enhanced Mobile Broadband), mMTC (massive Machine Type Communications) and URLLC (Ultra-Reliable and Low Latency Communications) respectively.
In mMTC，the core requirement is to provide massive service connectivity with low energy consumption and low cost. In URLLC, extreme requirements on availability and reliability of transmission are emphasized, which means low error probability and low outage rate are main targets in this usage scenario. While in eMBB, high system capacity, high data rate, and high spectrum efficiency are main targets. 
For eMBB, there are two kind of traffic, one kind is small TBS traffic, and another kind is large TBS traffic.  The two kind of traffic has some different feature. Therefore, it is better that two different cases are considered independently. In detail, for the first case, channel coding scheme of large TBS should be considered to pursue efficiency of communication, therefore the KPI of throughput should be considered as the first KPI. Naturally LDPC codes are the best choice due to its inherent high parallelism feature. For the second case, channel coding scheme of small TBS should be considered to pursue reliability of communication. Small TBS means low MCS level which is helpful to improve coverage, so the KPI of performance should be considered as the first KPI for small TBS. Therefore, channel coding scheme of the best performance should be chosen. Furthermore, it is better that two different decoders instead of single decoder are used for the above two cases, otherwise single decoder leads to serious power consumption in the scenario of small TBS in eMBB, 

For the different TBS size of NR eMBB, the requirements of the coding and modulation are given by Table 1. 
Table 1 Requirements of coding and modulation for different TBS size of NR eMBB
	KPIs
	eMBB with large TBS
	eMBB with small TBS

	Performance
	Good performance at large TBS
	Best performance at small TBS

	Complexity
	Low
	Very Low

	Latency
	Low
	Large

	Throughput
	High

Highest peak rate with 20 Gbps
	Low

	Power consumption
	Middle
	Low

	User number
	Middle 
	High

	Flexibility of mother code rates
	Limited flexibility
multiple rates from 1/3 to 0.9
	Full flexibility

multiple rates from 1/3 to 0.9

	Flexibility of TBS
	TBS from X to around 8000
	TBS from 40 to X thousands

	IR-HARQ function 
	Yes 
	Yes

	MCS level 
	High MCS level
	Low MCS level


Proposal 1: For eMBB, channel coding scheme should be considered independently for both small TBS traffic and large TBS traffic.
Proposal 2: For small TBS traffic of eMBB, performance should be considered as the first KPI of channel coding since transmission of small TBS usually is used to improve communication reliability.
3 Channel coding Selection for eMBB
3.1   Throughput
To distinguish with LTE, the most significant feature of eMBB is: downlink peak rate is required to achieve 20 Gbps and uplink peak rate is required to achieve 10Gbps. So the throughput of eMBB encoder/decoder will be far much higher than that of LTE, so for eMBB throughput is the one of primary KPI.
In the previous meeting, LDPC, turbo, and polar codes are main candidates of eMBB. Due to their inherent parallel feature, LDPC codes are very suitable for high throughput since LDPC encoder/decoder can work in high processing rate with low cost.  Thus it is very reasonable and natural that LDPC should be adopted as eMBB channel coding scheme of large TBS in eMBB.
For eMBB channel coding of small TBS, since the supported throughput is always very low, high throughput advantage of LDPC codes over Polar codes and Turbo codes doesn’t exist in this scenario, therefore three candidates as Turbo codes, Polar codes and LDPC codes should be considered and evaluated carefully in this scenario. Although single channel coding scheme for eMBB seems pretty and simple in the appearance, it is not true once performance, power efficiency, area efficiency of three codes are evaluated carefully. 
Observation 1: For eMBB channel coding of small TBS, high throughput advantage of LDPC codes doesn’t exist.

3.2  Performance
For three candidates, they all have implementable min-sum decoding algorithm and optimal impractical algorithm. The optimal algorithm has two big problems. The first problem is that the complexity of the optimal algorithm is much higher than that of implementable min-sum like algorithm. The second problem is that the optimal algorithm always depends on accurate estimation of SNR or noise variance, but in fading channel the estimation of SNR or noise variance always leads to inaccurate SNR or noise variance, which leads to obvious performance degradation. Therefore, it is believed that the optimal decoding algorithm is impractical. For Turbo codes, the optimal algorithm is Log-MAP algorithm, and the implementable min-sum decoding algorithms with acceptable performance include scaled Max-Log-MAP and offset Max-Log-MAP. For LDPC codes, the optimal algorithm is Log-BP (Sum-Product) algorithm and adjust-Log-BP (namely adjust Min-Sum in [3]), and the implementable min-sum decoding algorithms with acceptable performance include scaled Min-Sum and offset Min-Sum. 
“Adjust min-sum algorithm” in [3], has been well known as “Approximate-min* BP” in [4] from ten years ago.  This technique computes only two outgoing extrinsic information at each check mode and exhibits no measurable performance loss as compared to exact BP which computes a unique extrinsic information for each departing edge from a given check node. This technology eliminates the need for memory based table look-up in check node processing and has been implemented using only shift, add, and comparison operations.  According to [4], it is clear that such algorithm is only a simplified BP algorithm which still depends on  accurate estimation of SNR or noise variance, therefore the inaccurate prediction of AGC and noise variance calculation make the optimal algorithm not have advantage over min-sum like algorithm in reality.

Proposal 3: For eMBB channel coding performance, the optimal decoding algorithm should not be considered as they are impractical and unimplementable due to SNR sensitivity and high complexity; min-sum like algorithm is regarded as implementable decoding algorithm due to good performance and hardware friendly.
For Polar codes, Min-sum algorithm [5] can be used for polar decoder to avoid the effect of channel noise. Figure 1 compares BLER curves obtained by using min-sum and optimal algorithm in [6]. For GA, the construction SINRs are [-2 0 1 2 4 5 6 7] dB for code rates of [1/5 1/3 2/5 1/2 2/3 3/4 5/6 8/9], respectively. It is observed that min-sum achieves good performance very similar to the optimal decoding.
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Figure 1 BLER performances of min-sum and optimal algorithms.
Observation 2: For polar codes, the performance of implementable min-sum algorithm is the same as that of optimal algorithm.
Figure 2 compares BLER curves obtained by using layered scale min-sum and optimal layered sum-product algorithm for LDPC codes in [7]. 
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Figure 2 BLER performances of scaled min-sum and optimal algorithms of LDPC codes in [7].

Observation 3: For LDPC codes, the performance of implementable min-sum algorithm is 0.2~0.5 dB worse than that of optimal algorithm.

According to our simulation, we also have found that the performance of implementable min-sum algorithm is around 0.1 dB worse than that of optimal algorithm for turbo coding. In conclusion, the implementable min-sum algorithm of polar codes is more stable than that of LDPC codes and Turbo codes.
Observation 4: the performance gap between of implementable min-sum algorithm and optimal algorithm of polar codes is obvious smaller than that of LDPC codes and Turbo codes.
Polar codes are very competitive among different codes for medium to small information lengths, e.g. K < 1000. CRC-less polar codes are good candidates. With list size of 8, CRC-less (Parity check) polar codes [8] using min-sum SCL decoder achieve better performance over turbo and LDPC at different code rates. The gain gets larger when information length becomes smaller. For example, the gains over both turbo and LDPC are over 0.5 dB at high code rates (≥ 2/5) for K = 100 [9]. At code rates close to mother code rates of turbo, polar codes with list size of 8 still have comparable performance with turbo and the performance gap are within 0.1 dB [9]. Of course, the performance of polar codes can be further improved by increasing the list size, while keeping the complexity acceptable for small information length. Moreover, there is no error floor observed even at very low BLER such as 1e-5 for polar code, while it is not the case for turbo. 

More specifically, the gain of parity check polar code with list size of 8 over LDPC and turbo for eMBB small TBS is summarized below [9]:

· For K = 100,

· The gain over turbo ranges from 0.3 dB ( r = 1/3) to 0.95 dB ( r = 8/9)

· The gain over LDPC ranges from 0.5dB ( r = 1/3) to 1.6 dB ( r = 8/9)

· For K = 400,

· The gain over turbo ranges from -0.07 dB ( r = 1/3) to 0.43 dB ( r = 5/6)

· The gain over LDPC ranges from 0.16 dB ( r = 2/3) to 0.64 dB ( r = 1/5)

· For K = 1000,

· The gain over turbo ranges from -0.04 dB ( r = 1/5) to 0.29 dB ( r = 8/9)

· The gain over LDPC ranges from -0.02 dB ( r = 5/6) to 0.47 dB ( r = 1/5)

Observation 5: For three candidates for eMBB channel coding of small TBS, Polar codes outperform LDPC codes and Turbo codes. 
Proposal 4:  According to performance evaluation, polar codes should be adopted as the channel coding scheme for small TBS in NR eMBB 
3.3   Flexibility
A non-unified design scheme means that each specific design is defined for each code size/each code rate, and a unified design scheme means that one design with limited modification to support all code rates and all code sizes, the reason why a unified design is preferred is that non-unified design leads to much more complexity. For the scenario of eMBB, channel coding scheme should be a unified design scheme to support flexible code rate and flexible code size, the granularity of code rate and code size depends on the actual requirement and the selected coding scheme, and the detailed granularity is FFS.
Flexibility mainly includes two aspects: code rate flexibility and code size flexibility. In terms of rate flexibility, flexible code rate should be supported by the unified design scheme based on some rate matching algorithm. According to LTE protocol it is known that Turbo codes can support flexible code rate. According to many literatures, rate compatible LDPC codes with the unified design also can support flexible code rate. However it is unclear whether Polar codes based on a unified design can support flexible rate. In terms of code size flexibility, flexible code size should be supported by the unified design scheme based on some rate matching algorithm. According to LTE protocol it is known that Turbo codes can support flexible code size. According to many literatures, LDPC codes with unified design also can support flexible code size by lifting method , shortening method and so on, However it is unclear enough whether Polar codes based on a unified design can support flexible code size.  
Polar codes are flexible in term of code rate and code length. Puncturing and repetition can be applied to match the radio resource based on the mother code length 2n. All the puncturing methods proposed in [10, 11] can achieve good performance. To approach the targeting code rate, a single bit position sequence is calculated offline and used to select the position of information bits. For example, a bit position sequence with Nmax (e.g. 4096) indies which are ordered according to their reliabilities is stored. For polar mother code length smaller than Nmax, indies less than Nmax -1 (assuming the minimum index is 0) are removed and the remaining indies are the ordered position which can be used to decide the information and frozen channels. The bit position sequence can be obtained by some approaches proposed in [12, 13]. This rate matching scheme avoids Gaussian approximation under the condition of certain mother code length and code rate. It is simple and introduces negligible performance degradation.
Observation 6: For the scenario of eMBB, Polar codes, LDPC codes and Turbo codes with a unified design can all support flexible code rate and flexible code size, purely from the perspective of flexibility.
3.4  Complexity
Polar codes can fulfill the requirement of eMBB and URLLC in term of decoding delay. There is a large number of references aim to reduce the decoding delay and lower the complexity of polar codes. 
The RLLD decoder [14] classifies the nodes on the full binary tree. By pruning the binary tree, the decoding complexity can be reduced. Also, the path extension can be performed based on the type of nodes, namely not all the nodes are necessary to keep all the possible paths. Moreover, the path selection can be simplified while keeping similar performance.  
SCL decoder for polar codes with multi-bit decision is proposed in [15]. On the SCL decoding tree, nodes are visited every 2K layers, i.e., metrics of nodes in 2K layers can be computed simultaneously for the 2K b-rSCL decoder. Latency is reduced approximately from 3n to n/2K-2.
In [16], it is showed that for eMBB, the decoding latency of CRC-less polar codes with list size of 8 is less than 8 us and for URLLC the latency with list size of 16 is less than 16 us. Thus, polar codes meet the latency requirement of eMBB and URLLC. Regarding the complexity, the area efficiency of polar codes implemented based on 14nm ASIC @ 1GHz technology reaches a level of several Gbps/mm2. It is noted that for medium to small information lengths, e.g. K < 1000, polar codes are not so complex and can be feasible in term of implementation.
Observation 7: for medium to small information length eg K < 1000, Polar codes, LDPC codes and Turbo codes can be implemented with low complexity.
3.5 HARQ 
HARQ-IR for polar codes is stable and performs well. In the design disclosed in [17] . transmitted bits for all existing HARQ transmissions are associated to one single polar code with a certain mother code length 2n. This is different from the HARQ-IF [18] scheme, where bits at each transmission are associated to their own polar code. Generally speaking, for HARQ-IR scheme, more bits are incorporated and the code length of polar code becomes larger as the transmission number increases. HARQ-IR for polar codes shows higher performance stability.
Observation 8: Polar codes, LDPC codes and Turbo codes can all support IR-HARQ.

4 Conclusion
In this contribution, more details and considerations of channel coding for eMBB short block length are presented. In summary, we have the following observations and proposals:
Observation 1: For eMBB channel coding of small TBS, high throughput advantage of LDPC codes doesn’t exist.

Observation 2: For polar codes, the performance of implementable min-sum algorithm is the same as that of optimal algorithm.
Observation 3: For LDPC codes, the performance of implementable min-sum algorithm is 0.2~0.5 dB worse than that of optimal algorithm.

Observation 4: the performance gap between of implementable min-sum algorithm and optimal algorithm of polar codes is obvious smaller than that of LDPC codes and Turbo codes.
Observation 5: For three candidates for eMBB channel coding of small TBS, Polar codes outperform LDPC codes and Turbo codes. 
Observation 6: For the scenario of eMBB, Polar codes, LDPC codes and Turbo codes with a unified design can all support flexible code rate and flexible code size, purely from the perspective of flexibility.

Observation 7: for medium to small information length eg K < 1000, Polar codes, LDPC codes and Turbo codes can be implemented with low complexity.

Observation 8: Polar codes, LDPC codes and Turbo codes can all support IR-HARQ.

Proposal 1: For eMBB, channel coding scheme should be considered independently for both small TBS traffic and large TBS traffic.

Proposal 2: For small TBS traffic of eMBB, performance should be considered as the first KPI of channel coding since transmission of small TBS usually is used to improve communication reliability.
Proposal 3: For eMBB channel coding performance, the optimal decoding algorithm should not be considered as they are impractical and unimplementable due to SNR sensitivity and high complexity; min-sum like algorithm is regarded as implementable decoding algorithm due to good performance and hardware friendly.

Proposal 4:  According to performance evaluation, polar codes should be adopted as the channel coding scheme for small TBS in NR eMBB 
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