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1. Introduction
NR candidate coding schemes should be verified according to the simulation assumptions in RAN1 #84bis and target. If the spec. of conventional channel codes do not meet simulation assumptions and parameters, however, we need to predict an implementation cost based on implementation results of conventional channel codes. 
In this document, we discuss about consideration points for flexible Turbo and LDPC codes, especially focus on LDPC codes.

2. Consideration points for implementation of flexible channel decoder
Channel decoders that support simulation assumption are considered to be flexible channel decoder. In practical implementation, implementation cost may change according to the number of parallel decoding unit, clock frequency, flexibility of information block size, code rate, and so on. To predict implementation cost, following points should be discussed for flexible channel decoder, as we will show below.
· Number of parallel decoding unit
· If the number of decoding unit are increased, throughput and area are at least increased linearly at the same time. Owing to well-known equation of power consumption as below, the dynamic power consumption increases as increase as decoder area.
Power consumption: P_Static(Leakage) + P_Dynamic (signal transitions, short-circuit).
P_Dynamic ∝ Cunit-areaAwiresV2AF [6]
· Cunit-area: capacitance per unit-area of a wire
· Awires: total area occupied by the wires in the circuit
· V: supply voltage
· F: frequency
· A: activity factor, i.e., the fraction of the circuit that is switching, (0<A<1)
Observation 1: Dynamic power consumption increases as increase as decoder size.

· Information block size
· Area of Turbo codes increase as increase as information block size, i.e., Turbo codes require more hardware resources as increased as information block size.
· Non QC-type LDPC has the same effect as changing the base matrix size of the QC-LDPC. 
· QC-type LDPC 
· The throughput of partially parallel LDPC decoder can be given by [1]
 [bps]
· fclk: clock frequency [Hz]
· Z: submatrix size (=lifting size)
· N: the number of column blocks of parity check matrix H
· r: code rate
· LN,p: the number of allocated submatrices per parallel unit. 
· LN,p linearly increases as N increases.
· LN,p linearly decreases as p increases.
· p: the number of decoding units
· np: the number of pipeline stages
· np=log2(p)+1 
· I: the number of iterations.
· Tflush: the number of cycles required for flushing the pipeline after the last sequence command has been issued

· Base matrix size (lifting size is not changed)
· If base matrix size is changed, N and LN,p values are changed at the same time and routing congestion is changed due to shifting network and inverse shifting network. This makes it change the area and/or power consumption. 

· Lifting size (base matrix size is not changed)
· For a given block length, the number of column and row blocks of PCM (Parity Check Matrix) decrease as Z increases. It induces performance degradation and degree of freedom reduction to design PCM.
· To read from the memory in the same time as increased lifting size, we require faster clock frequency. 
· When operating in the same frequency, latency is occurred.
· In order to avoid faster clock frequency, we can be use register instead of memory.
· When increasing the lifting size, max clock frequency is limited due to the increased stage of shifting network [2].
· Table 1 shows ratios of the synthesis results [3] in the case of using a submultiple of lifting size 360. 
Table 1. Result of lifting size using submultiple
	Lifting size　
	360
	180
	90
	45

	Power(mW)
	2.761905
	1.761905
	1.238095
	1

	Active gate count(Mgates)
	2.742857
	1.771429
	1.257143
	1

	Area(mm2)
	2.753247
	1.766234
	1.25974
	1



· Table 2 presents the comparison of 45-original, which represents the optimized lifting value 45, and the lifting value 45 using the submultiple of lifting size 360. 
Table 2. Result of lifting size using submultiple
	Lifting size
	45/45-original

	Power(mW)
	1.235294118

	Active gate count(Mgates)
	1.25

	Area(mm2)
	1.241935484



Observation 2: Area and power consumption is increased at the same time when base matrix size increases. 
Observation 3: When multiple lifting size is applied, there is a trade-off between area and power consumption depending on the number of lifting size.

· Clock frequency
· If clock frequency is increased, throughput and power consumption are increased from throughput equation.
· Since maximum clock frequency is determined by the circuit design, there is restriction on clock frequency. 
Observation 4: As increasing the clock frequency, power consumption and throughput are increased. 

· Code rate 
· It can be seen that the decoder throughput decreases linearly as code rate decreases due to increase PCM size.
Observation 5: It can be seen that the decoder throughput decreases linearly as code rate decreases

3. Conclusion
Consideration points (number of decoding unit, information block size, clock frequency, code rate) were discussed for flexible channel decoder. Our observations are as follows:
Observation 1: Dynamic power consumption increases as increase as decoder size.
Observation 2: Area and power consumption is increased at the same time when base matrix size increases. 
Observation 3: When multiple lifting size is applied, there is a trade-off between area and power consumption depending on the number of lifting size.
[bookmark: _GoBack]Observation 4: As increasing the clock frequency, power consumption and throughput are increased 
Observation 5: It can be seen that the decoder throughput decreases linearly as code rate decreases.
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Appendix
· Shifting network
· Cyclic shifting network (Benes network, barrel shifter, etc.) can be used to implement QC-type in parallel.
· Parity check matrix is composed of cyclic permutation submatrices that determine the interconnection network between the check node units and the variable node units.
· Benes network
· Benes network[4] has been proven to be an optimal nonblocking permutation network
· It is possible that Benes network has the largest flexibility in terms of supporting random LDPC decoding
· We need only cyclic permutations for a reconfigurable QC-LDPC decoder, not all the permutations. 
· Barrel shifter 
· The barrel-shifting network composed of the multiple size circular-shifting networks that support not arbitrary but predefined expansion factors for specific LDPC decoders such as 802.11n system.
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Figure 1. Example of 8-bit mux-based right shifter/rotator

· Barrel shifters implement cyclic shifts using ceil(logb(n)) stages of n b:1 muxes each, where n is the number of inputs to the shifter. The wiring between each stage implements exponentially increasing shifts, which allows any shift between 0 and n-1. Depending on the direction of the wiring, the same general design can implement either left or right shifts. A control signal determines the shift amount at any given time.
· Instead of using only 2x2 switches, other type of primitive switches, such as 3x3 or 5x5, are proposed to reduce the area and control complexity in [5].
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