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[bookmark: _Ref129681862][bookmark: _Ref124589705]1	Introduction
In the RAN1 meeting #84bis, several advanced channel codes were considered as potential channel codes for new radios [1]. The performance, implementation complexity, latency and flexibility of these codes needs to be evaluated in the selection process. A lot of analyses, simulations and discussions were conducted along this line [2]. 
In this contribution, we present our preliminary analysis and simulation results for turbo code, LDPC code and polar code for Ultra-Reliable and Low Latency Communications (URLLC) and massive Machine-Type-Communications (mMTC) use cases. The comparison and evaluation of the performance of these codes are provided. 

2	Discussion
To facilitate unified performance evaluation, the simulation assumptions for channel coding for URLLC and mMTC use cases have been agreed [3] (see Appendix A for details). Our simulations are based on these assumptions and our performance evaluation is in terms of the Block Error Rate (BLER) vs. SNR.
2.1 	Candidate Channel Codes
In this section, we introduce the channel codes used in our simulation evaluations. 
Polar code: 
We consider a polar code, where  is the information block length and  is the coded block length. Here, the value is set as a power of 2, i.e.,  for some positive integer. The generator matrix of the polar code can be expressed by, where  is the bit-reversal permutation matrix[footnoteRef:1],  denotes the -th Kronecker power and .  [1:  In some actual implementation of polar codes, the  may be ignored at the encoder side for simplicity, and the bit-reversal operation is done at the decoder side instead [3].] 

With the well-defined polar encoder, the main design (or construction) of a polar code is the mapping of the  information bits to the  input bits of the polar encoder. In principle, the  information bits should be put on the  best (or most reliable) bit channels, and the remaining  input bits not mapped from the information bits are called frozen bits. There are several ways to determine the reliability of bit channels [5], e.g., the Bhattacharyya bounds, the Monte-Carlo estimation, the full transition probability matrices estimation, and the Gaussian approximation, etc. In this contribution, we use the Bhattacharyya bounds to construct the polar code with design-SNR values depending on the simulation conditions.
Also, we use the puncturing scheme in [6] to match the desired coding rates. More details about the puncturing scheme could be found in [7]. When  bits are punctured, the effective coding rate of polar codes is .
LDPC code:
We consider a  Quasi-Cyclic LDPC (QC-LDPC) code (cf. [8]), where  is the information block length and  is the coded block length. The parity check matrix  is a sparse matrix with size. A QC-LDPC code can be uniquely defined by its base matrix with size 

Each component in the base matrix may be a  circulant permutation matrix or an all zero matrix. A positive integer value of  represents the circulant permutation matrix which is circularly right shifted  from the  identity matrix. An identity matrix is indicated by, while a negative value of  indicates an all zero matrix. Note that.
We apply the row-column constraint: no two rows (or two columns) can have more than one place where they both have non-zero components. This ensures good performance as the resulting parity check matrix  is free of cycles of length 4, thus a girth of at least 6 is guaranteed. 
Turbo code: We use the turbo code used in LTE systems [9]. 
2.2 	Performance Comparison of Channel Codes
In our simulations, we apply: the max-log-MAP decoding algorithm for turbo codes with the maximum number of iterations as 8, the sum-product decoding algorithm for LDPC codes with the maximum number of iterations as 20, and the CRC-aided successive cancellation list decoding algorithm with list size of 1, 4 or 32 for polar codes. We simulated the coding rates 1/3, 1/6 and 1/12 specified in Table 4, with the detailed information block lengths and coded block lengths summarized in Table 1. The information block lengths are selected so as to facilitate the LDPC parity check matrices generation, as well as to minimize the number of punctured bits for polar codes.  
In LTE, the turbo implementation of code rates lower than 1/3 is achieved by repeating the bits from circular buffer. The parity check matrices of rates 1/3 and 1/6 LDPC codes used in the simulations are given in Appendix B. The rate 1/12 LDPC code is achieved by repeating the coded block generated from rate 1/6 LDPC. The design-SNR values to construct polar codes used in the simulations are given in Appendix C. 
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[bookmark: _Ref458284978]Table 1: Block length used in simulations
	
	
	Information block length (bits)
	Coded block length w/o puncturing (bits)
	Punctured bits

	
	
	
	
	QPSK
	16QAM

	R =1/3
	LDPC
	168
	504
	NA

	
	Turbo
	168
	504
	NA

	
	Polar
	170
	512
	2
	4

	R=1/6
	LDPC
	170
	1020
	NA

	
	Turbo
	168
	1008
	NA

	
	Polar
	170
	1024
	4
	4

	R=1/12
	LDPC
	170
	2040
	NA

	
	Turbo
	168
	2016
	NA

	
	Polar
	170
	2048
	8
	8



Figure 1 provides the BLER performance comparison of rate 1/3 codes. It is seen from the figure that polar code with list 32 has the best performance for QPSK modulation. Polar code with list 4 has similar performance as turbo code. LDPC code and polar code with list 1 do not perform as well as Turbo code, with the gap of about 0.5 to 1 dB.
Observation 1: For small information block length with coding rate 1/3, LDPC code and polar code with list 1 do not perform as well as turbo code. Polar code with list 32 outperforms turbo code in most cases, and polar code with list 4 has similar performance as turbo code. 
Figure 2 provides the BLER performance comparison of rate 1/6 codes. It is seen from the figure that polar code with list 32 always has the best performance. Polar code with list 4 has better performance than turbo code. Again, LDPC code and polar code with list 1 do not perform as well as turbo code.
Figure 3 provides the BLER performance comparison of rate 1/12 codes. It is seen from the figure that polar code with list 32 always has the best performance. The polar code with list 4 has better performance than turbo code. Again, LDPC code and polar code with list 1 do not perform as well as turbo code. Note that in practical scenarios, a low coding rate of 1/12 generally might not couple with high modulation order. We include the 16QAM modulation results here just for completeness. 
Observation 2: For small information block length with coding rates 1/6 and 1/12, LDPC code and polar code with list 1 do not perform as well as turbo code. Polar code with list 32 and list 4 outperforms turbo code. 
For convenience, we summarize the minimum SNR (in dB) required for turbo, LDPC, and polar codes to achieve the target BLER levels, shown in Table 2. This table is derived from Figures 1-3. The numbers in green indicate the best performance, and the numbers in red indicate the worst performance. 
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[bookmark: _Ref450830883]Table 2: The minimum SNR required for turbo, LDPC, and polar codes to achieve the target BLER (unit: dB)
	Code Rate
	BLER
	QPSK
	16QAM

	
	
	Turbo
	LDPC
	Polar-1
	Polar-4
	Polar-32
	Turbo
	LDPC
	Polar-1
	Polar-4
	Polar-32

	1/3
	1e-3
	0.52
	1.04
	1.48
	0.49
	0.08
	5.56
	6.18
	6.73
	5.57
	5.21

	
	1e-4
	0.94
	1.69
	1.96
	0.91
	0.58
	5.98
	6.98
	7.38
	6.28
	6.12

	1/6
	1e-3
	-2.48
	-1.94
	-1.96
	-2.94
	-3.21
	2.21
	2.87
	2.79
	1.69
	1.29

	
	1e-4
	-1.96
	-1.51
	-1.44
	-2.49
	-2.65
	2.70
	3.28
	3.34
	2.15
	1.91

	1/12
	1e-3
	-5.53
	-4.97
	-5.09
	-6.09
	-6.34
	-0.58
	0.48
	-0.30
	-1.43
	-1.98

	
	1e-4
	-5.15
	-4.49
	-4.57
	-5.61
	-5.79
	-0.24
	0.81
	0.19
	-1.00
	-1.51
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[bookmark: _Ref450828640]Figure 1: Performance comparison for rate 1/3 codes
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[bookmark: _Ref450828669]Figure 2: Performance comparison for rate 1/6 codes
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[bookmark: _Ref450828695]Figure 3: Performance comparison for rate 1/12 codes
2.3	Complexity Analysis
In this section, we compare the decoding complexity for the codes we have simulated. Specifically, our comparison is in terms of operations count. For turbo codes and LDPC codes, we apply the conclusions in [10], while for polar codes, we utilize the results from [11]. More details about the complexity analysis can be found in [12]. For the rate 1/3 LDPC code, we have the degree distribution, For the rate 1/6 LDPC code, we have the degree distribution, . 
The decoding complexity comparison of turbo, LDPC and polar codes is shown in Table 3. Note that the rate 1/12 LDPC code are implemented using rate 1/6 LDPC code with repetition 2. The repeated bits are combined at receiver side. Thus, the decoding complexity is the same as that of rate 1/6 LDPC code. Since the information block lengths of the simulated turbo code are identical for rates 1/3, 1/6, 1/12, the decoding complexity of turbo code remains the same. 
It is seen from the table that polar code with list 1 or 4 always has lower decoding complexity than turbo or LDPC codes. LDPC code has lower decoding complexity than turbo code at rate 1/3, but has slightly higher decoding complexity than turbo code at rate 1/6. The polar code with list 32 has lower decoding complexity than turbo code at rate 1/3, but higher decoding complexity at rates 1/6 and 1/12. One way to reduce the decoding complexity of polar code with list 32 at rate 1/6 or 1/12 is to apply the rate 1/3 polar code with repetition, but this is at the cost of performance degradation.
[bookmark: _Ref450834926]Table 3: Decoding complexity comparison of turbo, LDPC, polar codes (unit: operations count)
	
	R=1/3
	R=1/6
	R=1/12

	Turbo (log-map)
	788,928
	788,928
	788,928

	Turbo (max-log-map)
	229,824
	229,824
	229,824

	LDPC (sum-product)
	423,360
	880,600
	880,600

	LDPC (min-sum)
	114,240
	241,400
	241,400

	Polar L=1 (optimal)
	16,128
	35,840
	78,848

	Polar L=4 (optimal)
	66,560
	147,456
	323,584

	Polar L=32 (optimal)
	557,056
	1,228,800
	2,686,976

	Polar L=1 (sub-optimal)
	4,608
	10,240
	22,528

	Polar L= 4 (sub-optimal)
	20,480
	45,056
	98,304

	Polar L=32 (sub-optimal)
	188,416
	409,600
	884,736



Taking into account both BLER performance and decoding complexity, we propose to consider polar code with list between 4 and 32 as a candidate channel code for URLLC and mMTC. 
Proposal: Taking into account BLER performance and decoding complexity, polar code with list between 4 and 32 could be considered as a candidate channel code for URLLC and mMTC. 	

3	Conclusion
In this contribution, we discussed various coding schemes for URLLC and mMTC, and compared their performance and complexity. Our simulation results show that: 
Observation 1: For small information block length with coding rate 1/3, LDPC code and polar code with list 1 do not perform as well as turbo code. Polar code with list 32 outperforms turbo code in most cases, and polar code with list 4 has similar performance as turbo code. 
Observation 2: For small information block length with coding rates 1/6 and 1/12, LDPC code and polar code with list 1 do not perform as well as turbo code. Polar code with list 32 and list 4 outperforms turbo code. 
Hence, we have the following proposal: 
Proposal: Taking into account BLER performance and decoding complexity, polar code with list between 4 and 32 could be considered as a candidate channel code for URLLC and mMTC. 	
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Appendix A: Evaluation Assumptions for Channel Coding for URLLC and mMTC
[bookmark: _Ref450834496]Table 4: Simulation assumptions for URLLC and mMTC [3]
	Channel
	AWGN

	Modulation
	QPSK, 16QAM

	Coding scheme
	Convolutional
	LDPC
	Polar
	Turbo

	Code rate
	1/12, 1/6, 1/3

	Decoding algorithm
	List-X Viterbi
	min-sum
	List-Y 
	Max-log-MAP 

	Info. block length (bits w/o CRC)
	20, 40, 200, 600, 1000 


	
	
	
	
	
	
	
	
	


Appendix B: LDPC Parity Check Matrices Used in Simulations
Table 5 provides the parity check matrix for rate 1/3 LDPC code. Each element in the matrix represents a  circulant permutation matrix. Table 6 provides the parity check matrix for rate 1/6 LDPC code. Each element in the matrix represents a circulant permutation matrix. 
[bookmark: _Ref457378162]Table 5: Parity check matrix for rate 1/3 LDPC code
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[bookmark: _Ref457378166]Table 6: Parity check matrix for rate 1/6 LDPC code
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Appendix C: Polar Codes Design-SNR Used in Simulations
Table 7 provides the design-SNR values used in constructing polar codes for the simulations. 
[bookmark: _Ref457378552]Table 7: Design-SNR values (dB)
	
	R= 1/3
	R=1/6
	R=1/12

	QPSK
	1
	-3
	-6

	16QAM
	0
	-2
	-4
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