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In this contribution, we firstly study the KPIs of mMTC scenario and conclude the requirements for channel coding. Then four channel coding candidates are analyzed and simulated. BLER performance and complexity analysis are presented.
Discussion 
KPIs of mMTC
mMTC is massive-connection of machine-to-machine communication, in which a device is usually battery-powered for years. The document of TR38.913[1] summarizes some major KPIs for mMTC:
· Coverage: Both uplink and downlink supports a data rate of 160bps and the target for coverage is 164dB and determined by the performance in uplink.  
· UE battery life: A typical life expectation of battery-powered mMTC device is beyond 10 ~ 15 years, which is determined by the decoding complexity in downlink
It is noted that mMTC scenario demands asymmetric requirement.
· Uplink: performance for coverage and volume, massive-connection, message with variable length for data transmission
· Downlink: low complexity of receiver, relatively short message mainly for control signaling 
To summarize, we should consider the design priority of candidate codes for uplink and downlink respectively. For uplink, the channel code should have a good BLER performance and the encoder should be of low complexity in UE. Repetition is also required to enhance the coverage in some extreme cases. For downlink, the low-complexity decoder takes the first priority while the BLER performance is less critical than uplink. Latency is not an issue in mMTC scenario.
Candidate Codes 
TR45.820[2] defines a typical payload size of 20~200bytes for mMTC transmission. However, a payload is segmented into multiple coded blocks (CB) whose length is within the range defined in the simulation assumptions for mMTC in RAN1 #84bis [3]. Several channel coding candidates are investigated:
Polar Code 
The introduction of the Polar code can be found in [8] and its simulation result in [4]. CA-SCL Polar decoder can reach a very good performance for any code length and code rate. Its performance can be further improved by increase in the list size. The major concern about CA-SCL decoder with large list size is its space complexity, which is bearable for TRP while crucial for a battery-powered UE. However, a simple SC decoder demands much less complexity as in [9] but with medium performance.
LTE Turbo Code 
The turbo code to be investigated is LTE Turbo Code with a mother code rate of 1/3. Based on [4], it exhibits a good performance when information block length is longer than 400 bits and code rate larger than 1/3. However, its performance starts to degrade when the code length becomes shorter and the performance saturates when the code rate become less than 1/3. Unfortunately, small block size and low code rate is a typical transmission scenario in mMTC application. Last but not least, Turbo decoder, for example MLM (maximum-log-map), requests more computational complexity than TBCC Viterbi decoder, LDPC Min-sum decoder, and Polar list decoder. 
LTE TBCC 
LTE-TBCC is a tail-biting convolutional code with a mother code rate of 1/3. Its performance can be further improved by a LVA (list Viterbi decoder). Although both Viterbi decoder and LVA exhibit a good performance when the information block length is less than 400 bit, neither can bring about good performance for block size longer than 400 bit. Besides, the complexity of TBCC-LVA is much higher than Polar code with the same list size, as shown in [11]. 
LDPC 
In 85# meeting, companies propose several LDPC codes, for example 802.11n-like LDPC by Samsung [5] and ME-LDPC by QC [6]. It is well known that LDPC code performs relatively better at long block length and high code rate than short block length and low code rate. In particular, a very-low-code-rate block usually demands more iteration to converge the performance and much more number of circulant computations to reach a decent performance, which makes LDPC an uneconomical candidate for mMTC scenario that requires small block length and low code rate. [7] shows that LDPC performs well when the block length is more than 400 bits and poorly when it becomes shorter.  

Table 1 Decoder algorithms of candidate codes
	
	Polar
	TBCC
	Turbo
	LDPC

	UL
	CA-SCL
L = 32
	LVA
L = 32
	Max-log-MAP
Iter # = 8
	Min-sum
Iter # = 20

	DL
	CA-SCL
L = 4
	VA
	Max-log-MAP
Iter # = 8
	Min-sum
Iter # = 20



As discussed in Section 2.1, due to the different requirement for uplink and downlink, different decoders for uplink and downlink may be considered. In Table 1, we show the decoders for the candidate codes. 
· For uplink, the CA-SCL32 decoder for Polar, 8-iteration MLM decoder for Turbo and 20-iteration Min-sum decoder for LDPC have comparable complexity, while that of LVA-32 decoder for TBCC is higher than the other three. 
· For downlink, low-complexity decoders should be considered. Hence, only CA-SCL4 decoder and TBCC VA decoder are practical options, and performance of Turbo MLM decoder and LDPC Min-sum decoder is only for comparison. 
Performance Simulations 
Simulations results for different information block lengths and different code rates are shown for Polar codes, LTE Turbo Codes, LTE-TBCC and LDPC codes. For LDPC codes, we use the 802.11n-like LDPC in [5]. In the figures the following abbreviations are used: P for Polar code, T for Turbo code, TB for TBCC and L for LDPC.  
Note that the CRC bits are treated as the redundancy bits as in the agreed simulation assumptions, and CRC bits are not added for the LDPC codes in the simulations.
Uplink
Performance without repetition
The first priority of mMTC uplink is the BLER performance rather than latency and throughput. To reach this goal, we simulate CA-SCL32 Polar decoder, LVA-32 TBCC decoder, Turbo 8-iteration MLM decoder and 802.11n-like LDPC[5] 20-iteration Min-sum decoder.
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Fig.1a BLER with block length=20
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Fig.1b BLER with block length=40
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Fig.1c BLER with block length=200
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Fig.1d BLER with block length=600
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Fig.1e BLER with block length=1000
Figures 1a to1e show that CA-SCL32 Polar decoder outperforms LVA32 TBCC decoder for all block lengths and code rates. The performance gain of CA-SCL32 Polar decoder against LVA32 TBCC decoder is more than 1dB for k=20, and 0.5dB for k=40 at BLER=0.01. It is expected that this performance gain would keep increasing with the block length.
CA-SCL32 Polar decoder outperforms Turbo decoder for all the cases but that with 1000-bit block length and 1/3 code rate at BLER=0.001. In this case, both have a very similar performance. While it is well known that the performance of Turbo Codes is bounded by its mother code rate of 1/3, the performance of Polar codes keeps improving at lower code rates (1/6 and 1/12). In other cases, the gain of Polar codes over Turbo is usually larger than 0.7dB at BLER=0.01.
Also, CA-SCL32 Polar decoder performs better than LDPC min-sum decoder for all the cases. The minimum gain of Polar over LDPC is about 0.3dB at BLER=0.01 with K=1000 and R=1/3, and the gain can be more than 1dB when R=1/12.
Maximum coupling loss (MCL) is usually calculated as:
         MCL = Tx_power – (effective_noise_power + Required_SINR) + Rx_processing_gain
Accordingly, the performance gain of Polar codes observed from the BLER curves means a lower Required_SINR, thus a larger MCL than other coding schemes. Hence, Polar is more suitable for obtaining larger coverage, which is the main KPI of mMTC scenario.
Observation-1: Polar code outperforms TBCC, Turbo and LDPC for all the simulation settings of mMTC scenario at BLER=0.01, which makes it more suitable for mMTC.
Performance with repetition 
Repetition is a method to improve the coverage of mMTC. The typical number of repetitions is powers of 2, i.e., 1, 2, 4 or 8. In the traditional repetition scheme, the same packet is transmitted repeatedly for several times. Coverage is enhanced due to more power can be gathered.
For better performance, a successive repetition scheme can be used for Polar codes. Given the fact that the last 2M bits (M<log2(N)) of a Polar code is a smaller Polar code, we can put several short Polar codes together as a long Polar code to achieve not only more power but also coding gain from repetitions. Fig2a is an illustration of this method. The repetition times here are set to 1, 2 and 4.


Fig.2a An example of input bits for successive repetition Polar code
Firstly, a 4N Polar code is constructed. The information bits in part III are copied to the original frozen bits in part II and part I where labeled as copy bits. The copy makes the output of part I+II looks like a smaller Polar code containing full information to be transmitted. In the next step, the information bits in part II is copied to the labeled copy bits in part I to further condense information in part I. 
When 4 times repetition is needed, we send 4 code blocks together and decode as a 4N Polar code. If 2 times repetition is needed, just part I and II are sent and decoded as a 2N Polar code. If only 1 repetition is needed, only part I is sent and decoded as an N bits Polar code.
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Fig.2b performance comparison between successive repetition polar code and turbo code
 (TR: traditional repetition, SR: successive repetition)
As shown in Fig.2b, the mother code of Polar code and Turbo code are all (256, 88) with 24bit CRC. It can be found that, with the traditional repetition, the performance gain of Polar over Turbo is stably 1.1dB despite the number of repetitions. Then, by using the successive repetition scheme, Polar can get extra coding gain and the gain becomes bigger with the increasing of repetition times. For better coverage, successive repetition Polar code is a more competitive scheme
Observation-2: Polar code, with both traditional repetition and successive repetition scheme, can provide better coverage than Turbo codes with the same number of repetitions.
Downlink
The first priority of mMTC downlink decoder is low complexity (including space complexity). Therefore, only TBCC Viterbi decoder is used for performance comparison. For Polar codes, there are several low-complexity decoders such as SC decoder, flip SC decoder [10], stack decoder [10] and CA-SCL decoder with small list size. Among them, we choose a CA-SCL4 decoder for performance comparison. By using different list size, a tradeoff between performance and complexity can be easily made.
Due to asymmetric downlink and uplink in the mMTC scenario, data traffic on downlink is much less than that on uplink (downlink is usually used to send control information[2]). It is reasonable for us to show the performance for block length 20, 40 and 200bits.
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Fig.3a BLER with block length=20 (Polar CA-SCL4  , TBCC VA)
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Fig.3b BLER with block length=40 (Polar CA-SCL4 , TBCC VA)[image: ]
Fig.3c BLER with block length=200 (Polar CA-SCL4 , TBCC VA)
As shown in Fig. 3, Polar with CA-SCL4 performs better than TBCC with VA decoder, Turbo and LDPC for all cases of downlink in mMTC scenario. With low-complexity decoders, Polar is more suitable for mMTC with battery life requirement than other channel coding schemes.
Observation-3: Polar code is more flexible than other channel coding schemes for tradeoff between power consumption and performance.
Observation-4: Polar code with CA-SCL4 decoder performs better than TBCC with VA decoder,Turbo and LDPC in the downlink of mMTC, hence it is more suitable for this scenario.

Complexity
As we have mentioned above, the major requirement for low implementation complexity is on the mMTC UE decoder for its long-year battery life. Implementation complexity in treated in [10]. 

Conclusion
Observation-1: Polar code outperforms TBCC, Turbo and LDPC for all the simulation settings of mMTC scenario at BLER=0.01, which makes it more suitable for mMTC.
Observation-2: Polar code, with both traditional repetition and successive repetition scheme, can provide better coverage than Turbo codes with the same number of repetitions.
Observation-3: Polar code is more flexible than other channel coding schemes for tradeoff between power consumption and performance.
Observation-4: Polar code with CA-SCL4 decoder performs better than TBCC with VA decoder, Turbo and LDPC in the downlink of mMTC, hence it is more suitable for this scenario.
With better BLER performance and specific repetition scheme on the uplink, Polar can satisfy the coverage requirement of mMTC better than other coding schemes. Meanwhile, by using a low-complexity decoder, Polar can find a balance between performance and power consumption, i.e., better performance than other coding schemes and no more power consumption, which, in all, suggests Polar being applied in mMTC downlink.
Proposal 1: To adopt polar codes for the NR mMTC scenario for both uplink and downlink.
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Appendix 
	Channel*
	AWGN

	Modulation
	QPSK

	Coding scheme
	Turbo
	TBCC
	LDPC
	Polar

	Code rate
	1/12, 1/6, 1/3

	Decoding Algorithm**
	Max-log-map
(scale = 0.75, iteration = 8)
	List-X Viterbi (UL) / Viterbi (DL)
	Min-sum
(iteration=20)
	List-Y

	Info. Block length***
(bits w/o CRC)
	20 40 200 600 1000
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