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[bookmark: _Ref124589705][bookmark: _Ref129681862]Introduction
A number of LDPC solutions for NR were proposed at the RAN1#85 meeting. To evaluate them in NR eMBB scenario, the following factors should be considered: code design to outperform LTE coding schemes, rate-matching scheme to guarantee fine granularity of code rates and lengths, IR-HARQ to ensure good performance, decoder implementation to reach high efficiency.
In this contribution, we discuss different aspects of the design of LDPC codes for eMBB scenarios.
Discussion 
 Code design and future-proof flexibility
It is understood that LDPC codes for NR eMBB have to outperform the LTE Turbo code in most LTE MCS cases. This implies that an NR LDPC code design has to support all LTE MCS cases and additional MCS to meet the NR eMBB requirements, outperform LTE coding schemes and achieve good performance in NR environment such as fading channel and high speed.  
The NR scenario is very different from the wireless systems that have employed LDPC codes so far. For example, the 11-n LDPC code supports only 12 combinations of code rates and lengths in which the code rates are higher than 1/2 and code lengths are relatively small. These existent LDPC codes can not directly be used in NR scenarios because they are not suitable for range and length adaptation in the whole range of NR cases.
Besides, we think it is important to consider the future-proof flexibility to support any new codes for future unknown services without the need to change the encoder.
Several types of LDPC codes were proposed in RAN1#85 meeting. In this contribution, we focus on the 11-n-like LDPC code design in [5] and the ME-LDPC design in [1]. 
11-n like LDPC codes 
Based on our understanding of [5], the proposed code is an 11-n-like LDPC code design that involves a raptor-like extension from a base-matrix. We simulated this scheme and compared a 20-iteration layered min-sum LDPC decoder with an 8-iteration MLM Turbo decoder, using the simulation assumptions agreed in [8]. The results, shown in Figures 1 – 4 in [7] show that the 8-iteration MLM Turbo decoder outperforms the 11-n like LDPC scheme for all code lengths and code rates.  
[bookmark: _GoBack]Moreover, we notice that the performance gap between this LDPC code and LTE-Turbo Code is relatively narrow for code rates 1/3 and 8/9, but it becomes wider for code rates between 1/2 and 2/3. Such range of code rates is a typical case in NR scenarios. 
ME-LDPC codes
Based on our understanding of [1] and [2], the proposed ME-LDPC code design involves a group of the well-designed base-matrices to support all the LTE MCS cases. It is not clear the total number of used matrices. In order to have a full understanding of this proposal, more details about the code design and rate-matching scheme are needed. 
The simulation results in [1] are obtained by a 50-iteration flooding Sum-Product (SP) LDPC decoder. Although it is claimed in [2] that the performance of 50-iteration flooding SP decoder could be closely approximated by an MS decoder, further evaluation is needed to support this claim because it is well known that there may be significant performance gap between SP decoder and its MS approximation especially for low code rates [9]. We observe that 
Observation-1: The code design of the ME-LDPC and rate-matching scheme are needed for further evaluation in the eMBB scenario.
Rate-Matching scheme and flexibility
The eMBB scenario requires a granularity of code rates and code lengths at least as fine as the LTE Turbo codes. 
11-n like LDPC
Figure 1 shows required SNR to achieve a target BLER of 0.01 vs. information block length with an 8-bit granularity. The black curves refer to the 11-n like LDPC design in [5]. From the results it can be seen that there are some information block lengths for which performance degrades substantially. Because of the existence of such block lengths with severely degraded performance, it is challenging to design an LDPC coding scheme without compromising the fine granularity requirement.
[image: ]
Figure 1	Required SNRs for BLER of 1% vs. information block length 
We observe that 
Observation-2: The existence of block lengths with severely degraded performance makes it a challenge to design an LDPC code without compromising the fine granularity requirement.  
ME-LDPC
As for the ME-LDPC code proposal [1,2], due to the unavailability of the complete code design and rate-matching scheme, we have not yet performed a full evaluation. To our knowledge, the ME-LDPC code can eliminate these cases of severely degraded performance seen for the 11-n like LDPC codes by injecting more base-matrices. This of course is a trade-off between the achievable performance improvement and the additional complexity causing problems at the implementation level. 
IR-HARQ
In a macro cell of NR eMBB scenario, some UEs may experience much worse channel conditions than indoor or short-range systems such as in WiFi scenarios. In this context, HARQ is required to enhance the receiving performance. Sometimes more than two transmissions are needed to ensure a good-quality communication and large coverage. Based our own investigation and study of LDPC IR-HARQ, its performance is closely related to embedded PCM design that should also support fine granularity. From our initial evaluation (not shown here), we observe little performance gain on the 2nd or even 3rd transmissions of a LDPC IR-HARQ in comparison with Turbo code. Further evaluation is ongoing.
Decoding implementation  
Min-Sum vs Sum-Product 
To the best of our knowledge, so far only Min-Sum (MS) LDPC decoding algorithm has been implemented in commercial chips. We think it is important to evaluate the performance of LDPC with an MS decoder as there is a difference in performance between the SP decoder and the MS approximation. 
An MS decoder seems to be sensitive to some implementation parameters such as types of MS, normalization factor for scaling, offset, and especially number of iterations. In case of low code rates and short information block length, both MS and SP decoders need more iteration to converge their performances. Figure 2 shows the performance for MS and SP decoders, and the performance using different number of iterations. 
	

	[image: ]


Figure 2  Left: SP vs MS at low rate of R 0.2; Right: performance with different numbers of iterations
We think some further alignment regarding the simulation assumptions is needed as performance can differ substantially (between SP-based decoder and MS approximation).
Reference designs and relevance to NR
Many publications are cited in [10] to justify an extremely high power and hardware efficiency that an LDPC decoder implementation could achieve. Through survey, we found that most of these implementations are associated with the LDPC codes designed for 802.11ad, 802.11n, and 10GBaseT (802.3). These scenarios are different from the NR scenario in many aspects: flexibility, code rates, code lengths, SNR range, radio channels, working SNR. Hence, a high efficient implementation in these reference designs on publications cannot justify a similar efficient LDPC decoding design in the NR scenarios. For example, an ME-LDPC code has bigger column weights than an 802.11n LDPC code which will slow down the decoder convergence and consequently increase complexity and latency, and overall decrease implementation efficiency. To evaluate the feasibility of an LDCP code implementation, it is necessary to consider a reference design of the decoder and based on that evaluate performance and implementation efficiency.         
[bookmark: _Ref124589665][bookmark: _Ref71620620][bookmark: _Ref124671424]Conclusion 
In this contribution we considered two of the proposed schemes for LDPC codes: the 11-n like LDPC code design in [5] and the ME-LDPC code design in [1]. Our simulations of the 11-n like LDPC codes show that an 8-iteration MLM Turbo decoder outperforms the 11-n like LDPC scheme for all code lengths and code rates, and there exist some information block lengths for which performance degrades substantially.  
For the ME-LDPC design, in order to have a full understanding of this proposal, more details about the code design and rate-matching scheme are needed. Also some further alignment regarding the simulation assumptions is needed as performance can differ substantially (between SP-based decoder and MS approximation).
To evaluate the feasibility of an LDPC code implementation, it is necessary to consider a reference design of the decoder and based on that evaluate performance and implementation efficiency. 
We have the following observations:
Observation-1: The complete code design of the ME-LDPC and rate-matching scheme is needed for further evaluation in the eMBB scenario.
Observation-2: The existence of block lengths with severely degraded performance makes it a challenge to design an LDPC code without compromising the fine granularity requirement.  
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