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Introduction
In RAN1#84bits, the following has been agreed on the support of channel coding design for 5G new radio [1].
Agreements:
· Candidates for 5G new RAT data transmission are identified as the following
· LDPC code 
· Polar code 
· Convolutional code (LTE and/or enhanced convolutional coding)
· Turbo code (LTE and/or enhanced turbo coding)
· Note: It is RAN1 common understanding that combination of above codes is not precluded
· Note: Outer erasure code is not precluded
· Selection of 5G new RAT channel coding scheme(s) will consider,
· Performance
· Implementation complexity 
· Latency (Decoding/Encoding)
· Flexibility (e.g., variable code length, code rate, HARQ (as applicable for particular scenario(s)))

In RAN1#85, the following observation of NR channel coding was made, 
· At least in AWGN channels:
· For large information block sizes,all candidate channel coding schemes show comparable link performance
· Further study is required on all potential coding schemes in order to determine which coding scheme(s) should be supported, including: 
· Implementation details should be provided for the decoding algorithms used in the simulation results, e.g. survey on the existing implementation efforts


To identify channel coding schemes for each usage scenario, the evaluation methodology was discussed with the agreement of using AWGN channel for the initial evaluation and calibration [1].
In this contribution, we provide the performance and complexity evaluation results of non-binary Turbo codes on AWGN channel.
Discussion
The NR system are currently  studied and designed for wide range of applications. For specific usage scenario, selection of suitable channel coding scheme is crucial for fulfilling different requirements. Two important emerging areas are ultra-reliable and low-latency communication (URLLC) and massive machine type communication (mMTC). For URLLC and mMTC, good error performance, high energy efficiency, acceptable decoding complexity for small packet size (e.g. less than 1000 bits) are commonly considered.  Besides, low error floor and very low latency are required for URLLC.  
Turbo code is one of the prime candidates for the NR channel coding scheme. Comparing with its binary counterparts, non-binary Turbo codes have advantages in terms of better convergence of the iterative decoding, large minimum distance, less sensitivity to puncturing patterns and reduced latency [2]. Thus, in this document, we compare the performance and complexity of binary and non-binary Turbo codes for URLLC and mMTC in the NR system design.
1.1 Simulation results
We compare the performance of several dual-binary Turbo codes, which are adopted as optional features for IEEE 802.16e standard, and LTE-binary Turbo codes with nearly same information block length under different decoding coding schemes and modulation.
The parameters of the dual-binary Turbo codes and LTE-Turbo codes are as follows:
· 

Code 1 is a dual-binary Turbo code with information block length  bits and code rate .
· 

Code 2 is a LTE Turbo code with information block length  bits and code rate .
· 

Code 3 is a dual-binary Turbo code with information block length  bits and code rate .
· 

Code 4 is a LTE Turbo code with information block length  bits and code rate .
The simulations are conducted over the BI-AWGN channel with QPSK modulation and 16QAM modulation. We use the Log-MAP [3] [4], Max-Log-MAP [4] [5] decoding algorithms to decode these codes. The maximum iteration number is set to 8 for all decoding algorithms. Simulation results are shown in Figure 1~Figure 4. 
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Figure 1: Performance of dual-binary Turbo code with information block length 192 bits and LTE-Turbo code Info. block length of 200 bits and QPSK modulation
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Figure 2: Performance of dual-binary Turbo code with information block length 192 bits and LTE-Turbo code Info. block length of 200 bits and  16QAM modulation.
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Figure 3: Performance of dual-binary Turbo code and LTE-Turbo code with information block length of 576 bits and QPSK modulation
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Figure 4: Performance of dual-binary Turbo code and LTE-Turbo code with information block length of 576 bits and 16QAM modulation.
It is shown in Fig1~Fig2 that the dual-binary Turbo  outperforms the binary Turbo about 0.4 dB for the information block length of 200 bits with different modulation shcemeat the BLER of 10-4. In Fig3~Fig4, dual-binary Turbo code has a gain about 0.2 dB over binary Turbo code for the information block length of 576 bits with different modulation at the BLER of 10-4.
Observation 1: The dual-binary Turbo codes outperform the binary Turbo codes for nearly the same information block lengths with different modulations.
1.2 Complexity analysis
Computational complexity is an important criterion to measure the decoding algorithms. In this evaluation, we compare the complexity of considered decoding algorithms for binary and non-binary Turbo codes as shown in Table 1. 
[bookmark: OLE_LINK1]Table1: Decoding complexity per iteration for Turbo codes
	
	Log-MAP 
	Max-Log-MAP

	
	non-binary[4]
	binary[3]
	non-binary[4]
	binary[5]

	Additions
	

	

	

	


	MAX process
	

	

	

	


	Look-up-table operations
	

	

	NA
	NA





[bookmark: OLE_LINK7][bookmark: OLE_LINK8]Notations:  for information block length, for memory length of component code of Turbo code. Assume two component codes for the Turbo code,  for order of non-binary Turbo codes. Number of multiplication is included within additions by considering log domain processing.	
The computational complexity of the Code1~Code4 simulated in Section 2.1 are presented in Table 2~Table 3, respectively.
Table2: Decoding complexity analysis per iteration for Code1 and Code2 in URLLC and mMTC
	
	Log-MAP
	MAX-Log-MAP

	
	Code 1
	Code 2
	Code 1
	Code 2

	Additions
	49152
	38400
	30720
	25600

	MAX process
	18432
	12800
	18432
	12800

	Look-up-table operations
	110592
	76800
	0
	0

	Total
	178176
	128000
	49152
	38400


Table3: Decoding complexity analysis per iteration for Code3 and Code4 in URLLC and mMTC
	
	Log-MAP
	Max-Log-MAP

	
	Code 3
	Code 4
	Code 3
	Code 4

	Additions
	147456
	110592
	92160
	73728

	MAX process
	55296
	36864
	55296
	36864

	Look-up-table operations
	331776
	221184
	0
	0

	Total
	534528
	368640
	147456
	110592




Notations: Memory length of component code of each Turbo code and for each non-binary Turbo code. Assuming the computation costs of Addition: MAX: Look-Up-Table = 1:1:6.
[bookmark: _GoBack]As shown in Table 2~Table 3, the total decoding computational complexity of dual-binary Turbo code is about 1.3 times higher than that of  LTE-Turbo codes  with the Max-Log-MAP algorithm and 1.4 times with the Log-MAP algorithm.
Observation 2: The computational complexity of the dual-binary Turbo code is in the same scale compared with that of the binary counterparts with same code rate and nearly same length, when the Log-MAP or Max-Log-MAP decoding algorithm is used. 
Besides the Log-MAP and Max-Log-MAP decoding algorithms, the trimming SOVA (TSOVA) presented in [7] on binary Turbo codes can significantly reduce the computational complexity of traditional decoding schemes of Turbo codes with similar convergence behavior and decoding performance. Hence, TSOVA can be an attractive alternative for decoding non-binary Turbo codes.
Proposal 1: TSOVA can be considered as a candidate for decoding non-binary Turbo codes.
Conclusion
In this contribution, we compare the performance and complexity between dual-binary Turbo codes and LTE-Turbo codes with different decoding algorithms in URLLC and mMTC. It shows that the non-binary Turbo codes outperform the binary Turbo codes for nearly the same information block lengths with similar computational complexity but lower error floor.
The above discussion is summarized with following observations and proposals:
Observation 1: The dual-binary Turbo codes outperform the binary Turbo codes for nearly the same information block lengths with different modulation.
Observation 2: The total computational complexity of the dual-binary Turbo code is in the same scale compared with that of the binary counterparts with same code rate and nearly same length, when the Log-MAP or Max-Log-MAP decoding algorithm is used. 
Proposal 1: TSOVA can be considered as a candidate for decoding non-binary Turbo codes.
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