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1. Introduction
In RAN#71, the study item for 5G new RAT was approved [1]. Channel coding is one of the important items and four candidates including LDPC, Turbo codes, convolutional codes and Polar can be considered. 
In this contribution, we focus on polar codes. We show an overview of polar code and discuss the flexibility and construction SINR sensitivity issues for polar codes. We also analyse the throughput and complexity of polar codes.
2. Overview of Polar code
2.1. Encoding

Polar code is a coding scheme which utilizes channel polarization and has been proven to approach the capacity of symmetric B-DMC in theory [2]. Suppose that a vector uN of length N passes through Polar encoder whose generation matrix is GN, the output xN can be expressed as:
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The generation matrix is given by the following formula:
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Where, BN is the bit-reversal permutation matrix. 
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The encoding process described above is depicted in Figure 1 by taking N = 8 as an example. In Figure 1, uN with eight bits are passed through from the left to the right side. The symbol "⊕" indicates a module 2 addition. 
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Figure1   Encoding of Polar Codes
The information bits are part of the elements of uN. By using some technique such as Gaussian approximation [3-4], better polarized channels with lower bit error probability and hence larger capacity can be selected and the corresponding bits can be specified as information. In Figure 1, the numbers at the left are capacities of eight channels, which correspond to eight bits, and bits in the squares are information.  The detailed encoding procedure can be found in [5-6]. 

2.2. Code construction

When GA is performed, an equivalent SINR related to practical channel condition is specified first, which corresponds to equivalent noise variance σ2. The equivalent SINR is referred to as construction SINR, i.e. CSINR in this contribution.  From right to left in a butterfly [5], the mean of logarithm likelihood of corresponding bits m can be calculated by using Eq. (3):
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where
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Finally, the mean of logarithm likelihood of bits of uN in Figure 1 can be obtained and used to calculates the bit error probability for each channel (bits). Then channels with lower bit error probability are selected for information.
2.3. Decoding
Regarding polar decoding, there are multiple decoding algorithms. The main successive cancellation (SC) algorithms include SC [5], list-SC (SCL) [7], CRC-aided list SC (CA-SCL) [8]. 
3. Construction SINR sensitivity
The CSINR is an important parameter that influences the BLER performance. In this section, we analyse the sensitivity of BLER performance related to the mismatch of CSINR and practical SINR.
For a certain combination of information bit size and code rate, we select a number of CSINRs, and for each CSINR the link level simulation is run. Then for each CSINR, a SINR-BLER curve for AWGN can be obtained, and the required SINR at BLER of 1% is picked up. Figure 2 shows the relationship of CSINR and required SINR at BLER of 1%. Different combinations of information bit size K and code rate R are considered.
It is observed that the BLER performance degrades when the difference of CSINR and required SINR become large. Generally speaking, performance degradation seems more significant for long information bit size or for low code rates. Moreover, smaller and thus underestimated CSINR may cause more serious performance degradation.
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(c)                                                                                            (d)

Figure 2 Relationships between CSINR and required SINR at BLER of 1%, QPSK, AWGN for (a) K = 20, (b) K = 100, (c) K = 200, (d) K = 1000.
Observation 1: The BLER performance degrades when the difference of Construction SINR (CSINR) and required SINR becomes large. Generally speaking, 
· Performance degradation seems more significant for long information bit size or for low code rates.
· Smaller and thus underestimated CSINR may cause more serious performance degradation.
4. Flexibility of polar codes
4.1. Code rate/code length flexibility
For a given information bit size K and code rate r, in order to achieve better BLER performance for polar codes, the code length N should be optimized based on K and r. For example, N can be chosen as the minimum power of 2 that is larger than K/r. After that, some technique such as QUP (Quasi-uniform puncturing) [9] algorithm can be used to obtain transmitted bit with suitable length. Generally speaking, different K and r may require different N and thus different generation matrixes and encoding/decoding structures. This is quite different from rate-compatible codes whose encoded bits for high code rate are part of those for low code rate. Also this is different from codes whose encoded bits for short TB are part of those for long TB. The hardware design of encoding and decoding for polar codes relates very close to N, thus, large supported number of N for polar codes would bring too much complexity from the perspective of implementation. 

4.2. HARQ for polar codes
For LTE Turbo codes, a mother code with 1/3 code rate is generated for rate matching. In HARQ retransmission, the same or new version of redundant bits of mother code is sent to the receiver. For polar codes, it is not clear whether a similar mother code with a certain code rate can be stored at the transmitter. This is because the code length gap between the mother code and the code length for at least the initial transmission may degrade the BLER performance. Also, if the previously set code rate is too low, the computational complexity may be too high. On the other hand, the CSINR can be different for different HARQ transmission, which itself is a factor which may influence the performance.
Observation 2:  Feasibility of supporting different code rates/code lengths with low hardware implementation complexity, as well as IR-HARQ for polar codes is not clear.
5. Throughput and complexity of Polar code

Hardware implementation of polar code targeting at high-throughput and low complexity is still under study. Compared with turbo code and LDPC, polar code has not yet achieved widely industrial application. In this section, we summarize several papers which aim to improve the throughput and lower the complexity of polar code [10-14], and analyse the throughput/latency and complexity of polar code using list-SC and SC algorithms. 

A tree-based reduced latency list decoding (RLLD) algorithm is used in [10]. RLLD algorithm reduces the computational complexity and is of advantage for efficient hardware implementation at the cost of performance degradation. As in Figure 3, polar codes can be represented by a binary tree [10]. On the full binary tree, three kind of nodes are classified, i.e. rate-0, rate-1, arbitrary rate with rate between 0 and 1 nodes. The leaf nodes (the bottom nodes on a binary tree) of rate-0 and rate-1 nodes correspond to only frozen and information bits, respectively, while arbitrary rate nodes are associated with both frozen and information bits. For RLLD, the full binary tree is pruned and some nodes are removed based on some criterion so that fewer nodes need to be visited when SC/SCL decoding is performed. The pruned tree lowers decoding latency comparing with a full binary tree. 
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(a) Polar encoder with N = 8
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(b) Binary tree representation for polar encoder showed in (a)

Figure 3 Binary tree for polar codes [10]
On the pruned tree, the computational complexity for rate-0 nodes can be negligible. For a rate-1 node with Iv > Xth, only the most reliable candidate codeword for each decoding path is considered. Where Iv denotes the total number of leaf nodes associated with information bits, and Xth is a predefined threshold value. For a rate-1 node with Iv ≤ Xth, only the two most reliable candidate codewords are kept. When an arbitrary rate node v with Iv ≤ X0 and 2n-t ≤ X1 is activated, each decoding path splits into 2Iv paths. Here, X0  and X1 are predefined threshold values, n is the logarithm of the code length N to the base 2, and t is the layer index of the node v. 

Concerning paths selection, an improved two-stage sorting scheme referred to as MBS (based on a bitonic sequence based sorter) is applied to simplify the hardware implementation at the cost of some performance degradation.  During the first sorting stage of the MBS algorithm, when 2Iv  > L, qIv,L paths are selected from 2Iv ones, and qIv,L is selected to be no greater than L for efficient hardware implementation. Here, L is the list size for SCL.
SCL decoder for polar codes with multi-bit decision is proposed in [11]. On the SCL decoding tree, nodes are visited every 2K layers, i.e., metrics of nodes in 2K layers can be computed simultaneously for the 2K b-rSCL decoder. Latency is reduced approximately from 3n to n/2K-2. However, as K increases, the number of candidate paths which is 2K-th power of 2, increases rapidly so that path metrics comparison and metric computation become difficult. As a result, for practical implementation K is suggested to be no more than 2 and the latency is approximately n-2. The 2K b-rSCL decoder does not bring any performance loss.
LLR-based SCL decoding of polar codes is showed in [12]. Hardware architecture of the successive cancellation list decoder in the log-likelihood ratio domain is proposed, which requires less irregular and smaller memories compared with a log-likelihood domain implementation.

The benefits of a combinational implementation  are high throughput and low power consumption as showed in [13]. The logic blocks in a combinational decoder are directly connected without any synchronous logic elements in-between, which helps the decoder to save time and power by avoiding memory read/write operations. In each clock period, a new channel observation LLR vector is read from the input registers and a decision vector is written to the output registers.
Pruned-tree-based Fast SSC (Simplified SC) algorithm is applied in [14]. Different nodes are classified, i.e. repetition nodes, single-parity-check nodes, etc. It is noted that this paper mainly focuses on low-rate polar codes. The classified is of advantage to lower latency for low-rate polar codes. Altered polar code construction is used. The main idea behind all the altered code constructions is to exchange the locations of a few frozen bits and information bits in order to get more bit patterns that are favorable in terms of decoding latency. In this paper, a so-called human-guided criterion is proposed for altered polar code construction. Of course, it would increase the complexity of polar code construction.
Below we summarize the throughput and complexity based on [10, 11, 12]. We focus on information throughput, the area efficiency and energy efficiency. We define the area efficiency and energy efficiency as the information throughput per unit area and per unit power, respectively. 
Figure 4 shows the relationships between (a) information throughput, (b) area efficiency (c) energy efficiency and list size for polar codes with SCL decoding algorithm [10-12]. The code length N and code rate R is 1024 and 0.5, respectively. It can be observed that the information throughput, the area efficiency and energy efficiency decrease as the list size increases.
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(c)                                                                                            
Figure 4 Relationships between (a) information throughput, (b) area efficiency (c) energy efficiency and list size for polar code with SCL decoding algorithm
Table 1 lists the information throughput and area efficiency/energy efficiency and related parameters for polar codes with SC decoding algorithm. 

Table 1 Complexity for polar codes with SC decoding algorithm

	Technology
	CMOS 65nm
1.0V[13]
	CMOS 65nm 1.0V[14]

	Implementation
/Code length/
Code rate
	SC with
Combinational
logic
1024/0.5
	Fast-SSC
1024/0.5

	Clock Frequency
[MHz]
	2.5
	600

	Information Throughput
[Mbps]
	1772
	1860

	Latency
[μs]
	-
	0.27

	Area Efficiency
[Mbps/mm2]
	1057
	2700

	Energy Efficiency
[bit/pJ]
	0.0217
	0.0087


Observation 3: Information throughput, the area efficiency and energy efficiency decrease as the list size increases for polar codes.
6. Conclusion
In summary, we have the following observations regarding the performance, flexibility and complexity for polar codes.  

Observation 1: The BLER performance degrades when the discrepancy of Construction SINR (CSINR) and required SINR becomes large. Generally speaking, 
· Performance degradation seems more significant for long information bit size or for low code rates.
· Smaller and thus underestimated CSINR may cause more serious performance degradation.
Observation 2: Feasibility of supporting different code rates/code lengths with low hardware implementation complexity, as well as IR-HARQ for polar codes is not clear.

Observation 3: information throughput, the area efficiency and energy efficiency decrease as the list size increases for polar codes.
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